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Abstract

In this paper, we present a new method to classify tumor in multispectral
magnetic resonance (MR) images of the human brain. The MRI's consist of
three magnetic resonance parameters proton density, T1-weighted, and
T2-weighted images, which are processed with multispectral analysis. The
proposed approach, called Constrained Energy Minimization (CEM) was
developed in [12] where only the knowledge of the desired signature to be
classified was required. It was derived based on the Minimum Variance
Distortionless Response (MVDR) in array processing. CEM considers an
MR image classification problem as an array-processing problem where
each sensor represents one spectral band. It uses a finite impulse response
(FIR) filter to minimize the output power while the desired signature is
constrained to a specific gain. The inethod has been evaluated through
several experiments. Results show that the cerebral tissue was segmented
accurately into four images, tumor, gray matter, white matter and cerebral
spinal fluid indicating the possible usefulness of this method. As far as
computing saving is concerned, the experimental results also show

computational complexity improvement.
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1. Introduction

Magnetic Resonance Imaging (MRI) has become recognized as a useful method since it
provides unparalleled capability of revealing soft tissue contrast as well as 3-D visualization.
It has widely used in the research study and clinical diagnosis of brain and body. In clinical
diagnosis, MRI can provide multispectral images of free water, proteinaceous fluid, soft tissue
and hard tissue with a variety of contrast using three parameters Tl-weighted, T2-weighted
and dual echo-echo proton density (PD) images. With multispectral abundance signatures, it is
more useful for a clinician in clinical practice over other techniques.

Brain parenchyma classification and segmentation of normal and pathological tissue is the
first step in addressing a wide range of clinical problem. Via analysis of the volume, shapes
and region distribution of the brain tissue, one can identify the abnormalities that are
commonly related to the conditions of heterotopia, lissencephaly, brain atrophy, and cerebral
infarction. Over the past years many computer-assisted methods have been reported [1]-[4].
Among them, neural networks have demonstrated superior performance in the segmentation of
brain tissue over classical maximum likelihood methods [5]-[9]. Hybrid methods based on
both imaging processing and model-based techniques seem promising for segmentation by
selecting the image processing parameters automatically [10]. Knowledge-based techniques
have also been explored to make more intelligent classification and segmentation decisions.
[11].

In this paper, we demonstrate a Constrained Energy Minimization (CEM) technique, which
has shown great potential promise in hyperspectral image classification and target detection
[12]. Its applicability applied to the MR image has not been investigated. The idea of CEM is
to consider the MR image classification problem as an array-processing problem where each
sensor represents one spectral band. It designs a Finite Impulse Response (FIR) filter, which
pass the desired target with a specific gain so that the filter output resulting from unknown
source can be minimized. Through the CEM processing, the data dimensionality of MRI can be
decreased and the desired signature of interest can be enhanced. In order to evaluate the
effectiveness of CEM, a series of experiments are conducted using brain MR images. The
experimental results show that the proposed CEM technique can automatically segment tumor,
gray matter, white matter and cerebral spinal fluid accurately.

The remainder of this paper is organized as follows. Section II describes the constrained
energy minimization approach. Section III conducts a set of experiments to evaluate the
effectiveness of CEM in classification performance when MR images are used for analysis.

Section IV concludes with some comments on the results achieved.
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2. The Constrained Energy Minimization (CEM) Approach

A recent approach, called Constrained Enérgy Minimization (CEM) [12] was developed for
the target detection and classification in which the only required knowledge is the target
signature. CEM used a finite impulse response (FIR) filter to constrain the desired signature by
a specific gain while minimizing the filter output power. The main idea of CEM is based on

.Mi.nimum Variance Distortionless Response (MVDR) in array processing [13]-[15] with the
desired signature interpreted as the direction of arrival from a desired signal. The method can

be derived as follows.

*

Assume that we are given a finite set of observations S={r,r;..ry} where
K= (r,-l,r,-z...r,-L )T for 1<i< N is a sample pixel vector. Suppose that the desired signature d is
also known a priori. The objective of CEM is to design an FIR linear filter with L filter
coefficients {w,,wz...wL } , denoted by L-dimensional vector w= (wy, Wy Wy, )T that minimizes

the filter output power subject to the following constraint

L
d"w=> dw =1. ¢}
I=1

It is worth noting that the constant one in Eq. (1) can be replaced by any scalar ¢ [14]-[15].
Let y, denote the output of the designed FIR filter resulting from the input r;. Then y; can be

written as

L
T T
Yi= E Wiy =W I =TI W. 2)
I=1

Therefore, the average output power produced by the observation set S and the FIR filter with

coefficient vector w = (wl,wz...wL )T specified by Eq. (2) is given by

4l

i=1 =1

=w’l L irrr W 3)
= N| & iTi

= WTRLXL‘V,

N
1 . .
where Ry, = W[ E r,-r,-T] turns out to be the LxL sample autocorrelation matrix of S.

i=1

L
Minimizing Eq. (3) with the filter response constraint d’w= Zd,w, =1 yields
I=1
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m‘:n{{,-—[ﬁl: y,2 J} = mj’n {wTRLxL w} “)
subject to dTw=1.

The solution to Eq. (4) was shown in [15]-[16] and called Constrained Energy Minimization
(CEM) classifier with the weight vector w* given by

w =%§J : %)
It is worth noting that unlike array processing where the number of snapshots (i.e.,
observations) is generally greater than the number of sensors L (i.e., N 2 L), the intrinsic
dimensionality of a hyperspectral image, g may be sometimes less than the data
dimensionality L. Under this circumstance, the sample autocorrelation matrix R,,; is not full

rank. As a result, calculating the inverse of R;,; th Eq. (3) can be a problem. One way to

resolve this is to use singular value decomposition to find the intrinsic dimensionality ¢ so that
- ~ T - -~~~ ~
R;,; can be reduced to Rix =V AV where V =(V!,V2...Vq) is an eigenmatrix, v is the L-

dimensional vector corresponding to the k-th eigenvalue A,, A= diag{/ll,lz..ﬂq} is a diagonal
matrix with eigenvalues as diagonal elements. Using this eigen-decomposition, the inverse of

- - T -1 T
Rixt =V AV can be found by Rix =VAly [121.

3. Experimental results

In this section, we present a series of experiments using MR images of the brain to evaluate
the effectiveness of CEM. The images used in the experiment were acquired from a patient
with abnormal physiology (shown in Fig. 1) using four bands with resolution 8-bit gray level
and 256 by 256 pixels. TI-weighted and T2-weighted images were acquired for band one and
two. PD-weighted and Gd-DTPA images were acquired for band three and four.

The radiance spectra of cerebral tissues used to produce the CEM classification operator
were obtained directly from the MR images and certified by expert radiologists. Fig. 2 shows
the radiance spectrum, which was used to construct CEM classification operators. The first
operator used the gray matter spectrum as the desired target. The desired target spectra of the
second, the third and the fourth operators were wh'ite matter, cerebral spinal fluid and tumor.
These operators were applied to each pixel of the brain MR images to segment and classify the
desired target. Fig. 3 demonstrates the classification results of the cerebral tissue, with gray
matter in Fig. 3(a), white matter in Fig. 3(b), cerebral spinal fluid in Fig. 3(c) and tumor in Fig.

3(d). As far as computing saving is concerned, the segmentation results in Fig. 4 were
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produced using the autocorrelation matrix without background mixed vector. This only uses
17683 mixed pixel vectors for multiplication while the original images requires 65536
multiplication's. The results show that the ;:omputation load is significantly reduced. As
shown in Fig. 3 and Fig. 4, the CEM technicjue was able to correctly segment the MR images

into the desired target signature of cerebral tissue.

4. Conclusion

Brain MR images segmentation is the critical step’in the analysis of brain pathology. In this
paper, we present a Constrained Energy Minimization (CEM) approach to desired target
signature detection and classification of brain MR images. The idea of CEM is to consider the
MR image classification problem as an array-processing problem where each sensor represents
one spectral band. Since the target signature is the only signature that is of interest, an adaptive
filter can be designed to pass the desired target with the specific gain so that the filter output
resulting from an unknown source can be minimized. Experimental results have shown that the
CEM technique was able to correctly classify the cerebral tissue into four-image gray matter,

white matter, cerebral spinal fluid and tumor.
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(@) (b)

(c) (d)

Fig. 1. The MR images of the brain. Axial section. (a) T1-weighted image; (b) T2-weighted

image; (c¢) Proton density image; (d) Gd-DTPA
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Fig. 2. Four bands radiance spectrum.
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(2) ' (b)

(c) (d)

Fig. 3. Classification results of CEM . (a) gray matter; (b) white matter; (c) cerebral spinal

fluid, (d) tumor.
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(a) (b)

(c). (d)

Fig. 4. Classification results of CEM using the autocorrelation matrix without

background. (a) gray matter; (b) white matter; (c) cerebral spinal fluid, (d) tumor.
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