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Adaptive Neural Network Control of a
Self-Balancing Two-Wheeled Scooter

Ching-Chih Tsai, Senior Member, IEEE, Hsu-Chih Huang, Member, IEEE, and Shui-Chun Lin, Member, IEEE

Abstract—This paper presents an adaptive control using radial-
basis-function neural networks (RBFNNs) for a two-wheeled self-
balancing scooter. A mechatronic system structure of the scooter
driven by two dc motors is briefly described, and its mathematical
modeling incorporating two frictions between the wheels and the
motion surface is derived. By decomposing the overall system
into two subsystems (yaw motion and mobile inverted pendulum),
one proposes two adaptive controllers using RBFNN to achieve
self-balancing and yaw control. The performance and merit of the
proposed adaptive controllers are exemplified by conducting sev-
eral simulations and experiments on a two-wheeled self-balancing
scooter.

Index Terms—Adaptive control, neural network, radial basis
function, self-balancing, two-wheeled robot.

I. INTRODUCTION

R ECENTLY, self-balancing two-wheeled transporters, like
the Segway, have been well recognized as powerful per-

sonal transportation vehicles. The kind of transporter can be
usually constructed by a synthesis of mechatronics, control
techniques, and software. For example, the Segway is made
by quite high-tech and high-quality dedicated components. In
contrast to the Segway, many researchers [1], [2] presented
low-tech self-balancing transporters and claimed that the ve-
hicle can be built using off-the-shelf inexpensive components.
With the advent of modern technology, such transporters with
sophisticated safety features can be cost down so that they,
like traditional bicycles, have high potential to become preva-
lent two-wheeled scooters, satisfying human transportation
requirements.

Design and implementation of a safe and practical self-
balancing scooter is a very interesting problem. Grasser et al.
[1] built a scaled-down prototype of a digital-signal-processor
(DSP)-controlled two-wheeled vehicle based on the inverted
pendulum with weights attached to it, and Pathak et al. [3]
studied the dynamic equations of the wheeled inverted pendu-
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lum by partial feedback linearization. However, they are test
prototypes, aiming at providing several theoretical design
and analytical approaches. Furthermore, several researchers in
[4]–[7] proposed useful control and implementation techniques
for four-wheeled vehicles, two-wheeled vehicles with differen-
tial driving, and electric scooter. However, these methods can-
not be directly applied to address both self-balancing and yaw
control problems for the two-wheeled self-balancing scooter.

Radial-basis-function neural networks (RBFNNs) have been
adopted widely for nonlinear system modeling and control be-
cause they possess simple structure, good local approximating
performance, particular resolvability, and function equivalence
to a simplified class of nonlinear systems [8]–[11]. Hence,
RBFNNs are increasingly receiving attention in solving com-
plex and practical problems. For examples, Li and Hori [8]
presented several RBFNNs schemes for extracting fuzzy rules,
and Zhuang et al. [9] proposed a new model for the pulsed
neural network and its applications. Furthermore, Lin and Tsai
[2] used two RBFNNs to approximate the unknown Coulomb
and static frictions occurring in a two-wheeled self-balancing
scooter; nevertheless, the method in [2] has not yet considered
unmodeling errors due to linearization.

This paper contributes to the design of two adaptive con-
trollers using RBFNNs for achieving self-balancing and yaw
control. Like the JOE in [1], the proposed controllers are
synthesized by decoupling this vehicle system into two subsys-
tems: yaw motion and mobile inverted pendulum. In compari-
son with the state-feedback design presented by Grasser et al.
[1], the key features of the proposed control method hinge on
its mathematical modeling with Coulomb and static frictions,
and its adaptive control for the scooter with unknown plant
parameters, unknown frictions and linearized errors. Moreover,
the proposed controllers are useful in keeping consistent driving
performance for different riders, namely, that no matter what
the weight of the rider is, the proposed controllers are capable
of providing consistent riding performance for riders.

The three theoretical and technical contributions of this paper
are given as follows. First, the two RBFNNs are employed to
online approximately learn viscous and static frictions between
the wheels and the motion surface, uncertainties of riders’
weights, and unmodeled errors caused by linearization. Second,
the proposed adaptive controllers along with parameter tuning
rules are proven to be asymptotically stable via the Lyapunov
stability theory. Third, the proposed controllers along with
RBFNNs have been efficiently implemented by a low-cost
DSP; several simulations and experimental results indicate that
the proposed controllers are capable of providing appropriate
control actions to steer the vehicle.

0278-0046/$26.00 © 2010 IEEE
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Fig. 1. Laboratory-built personal two-wheeled scooter. (a) Front view
(no human standing on it). (b) Bottom view.

The remainder of this paper is outlined as follows. Section II
briefly describes the system design of the vehicle, and
Section III shows the synthesis procedures of the two adaptive
controllers using RBFNN. In Section IV, computer simulations
and experimental results are presented and discussed. Section V
concludes this paper.

II. SYSTEM DESCRIPTION AND MODELING

A. Mechatronic Design

Fig. 1 shows the photographs of the laboratory-based per-
sonal two-wheeled scooter with differential driving. This ve-
hicle is composed of one footplate, two 24-V dc motors with
a gearbox of ratio 20 : 1, two stamped steel wheels with 16-in
tires, two 12-V sealed rechargeable lead-acid batteries in series,
two motor drivers with two encoders, a single chip DSP-
TMS320LF2407 from Texas Instruments as a main controller,
one handle bar with a potentiometer as a position sensor, one
gyroscope, and one tilt sensor. The two motor drivers use dual
H-bridge circuitry to deliver pulsewidth-modulation (PWM)-
based power to drive both dc motors. Sending PWM signals
to the drives, the DSP outputs control signals, ranging from
0 V and 3.3 VDC, to achieve self-balancing and yaw motion
of the scooter. The gyroscope and the tilt sensor are employed
for measuring the rate and the angle of the inclination of the
footplate caused by the rider. The two rechargeable lead-acid
batteries directly provide power for the two dc motors, drives,
the controller and all the sensors via dc–dc buck conversion.

B. Control Architecture

Fig. 2 shows the block diagram of the scooter control
system. The DSP controller with built-in A/D conversion is
responsible for executing both adaptive RBFNN yaw motion
and self-balancing control algorithms. The pitch rate ωP from
the gyroscope and the pitch angle θP from the tilt sensor are
utilized via the controllers to maintain the human body on the
footplate without falling. Note that both feedback signals are
processed by two first-order filters, thus removing unwanted
noise. The potentiometer is adopted to measure the yaw angle
from the handlebar, and the yaw signal is then taken by the DSP
controller for further yaw control. The output torque commands
from the DSP controller are transformed into the corresponding
speed commands via a torque-to-speed formula.

Fig. 2. Block diagram of the scooter controller.

C. Mathematical Modeling

To obtain high-performance steering experience for different
riders, it is necessary to develop a mathematical model of the
vehicle. The linearized mathematical model of the scooter with
both viscous and static frictions is modified from [1] to [12] and
given in the Appendix
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Similar to the vehicle, called JOE, developed by Grasser et al.
[1], the following decoupling transformation from Cθ and Cy

into the wheel torques CR and CL is used to decouple the sys-
tem model such that both yaw motion and inverted pendulum
controllers are independently designed

CL = 0.5(Cθ + Cy) CR = 0.5(Cθ − Cy) (2)

which converts the system (1) into two subsystems; one is the
mobile inverted pendulum subsystem described by(

θ̇p

ω̇p

)
=

(
0 1

A43 0

) (
θp

ωp

)
+

(
0

B4

)
(Cθ + f4),

A43 > 0; B4 < 0 (3)

and the other is the yaw control subsystem described by(
θ̇y

ω̇y

)
=

(
0 1
0 A66

)(
θy

ωy

)
+

(
0

B6

)
(Cy + f6),

A66 < 0; B6 > 0 (4)

where f4 = f4/B4 and f6 = f6/B6. Note that uncertain terms
f4 and f6 account for the unmodeling errors from the lin-
earization process, uncertainties of riders’ weights, as well as
the effects of disturbance forces exerted on the wheels and
handle bar.
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Fig. 3. (a) Structure of the RBFNN for f4. (b) Structure of the RBFNN for f6.

D. RBFNN Approximations

As shown in Fig. 3, the RBFNN performs excellent approxi-
mations for the curve-fitting problems, and it can be trained to
learn some classes of nonlinear functions and system dynamics
easily and quickly. One of the advantages of RBFNN is the
fact that linear weights associated with the output layers can be
treated separately from the hidden layer neurons. In the hidden
layer, weights are adjusted through a nonlinear optimization
procedure, whereas the weights of the output layer are adjusted
through linear optimization. The approximation accuracy and
convergent rate of the RBFNN may be further improved with
a strategy for selecting appropriate centers and widths of the
receptive fields. Hence, the uncertain but bounded term f4

in (3) can be approximated using the RBFNN, i.e., there exits
the following function approximation:

|f4| ≤ f
∗
4 = W ∗T S∗

p + ε∗p

= [W ∗
1 · · · W ∗

n ] [ s∗p1 · · · s∗pn ]T + ε∗p (5)

with W ∗ being the optimal weight vector; ε∗p is the bounded
optimal approximation error. Moreover, the variable spn (n =
1, 2, . . . , 5) used for the RBFNN is the Gaussian function
defined by

s∗pn = exp
{
−

[(
x − u∗

1pn

)2 +
(
ẋ − u∗

2pn

)2
]
σ∗

pn

}
(6)

where u∗
1pn and u∗

2pn are the centers of the receptive field
and σ∗

pn is the inverse of the width of the Gaussian function.
Similarly, the uncertain and bounded term f6 can also be
approximated by the other RBF NN over a compact set, i.e.,

|f6| ≤ f
∗
6 = U ∗T S∗

y + ε∗y

= [U ∗
1 · · · U ∗

n ] [ s∗y1 · · · s∗yn ]T + ε∗y (7)

where U ∗ denotes the optimal weight vector; ε∗y is the bounded
optimal RBFNN approximation error. Moreover, the variable
syn (n = 1, 2, . . . , 5) used for the RBFNN is the Gaussian
function defined by

s∗yn = exp
{
−
[(

x − u∗
1yn

)2 +
(
ẋ − u∗

2yn

)2
]
σ∗

yn

}
(8)

where u∗
1yn and u∗

2yn are the centers of the receptive field and
σ∗

yn is the inverse of the width of the Gaussian function.
The training inputs and output of the RBFNN for the nonlin-

ear term f4 in the inverted wheeled pendulum subsystem (3) are
θp, ωp, and f̂4, respectively, i.e., f̂4 = ŴTŜp, where Ŵ and Ŝp

are estimates of the optimal matrices W ∗ and S∗
p. Similarly, the

training inputs and output of the RBFNN for the nonlinear term
f6 in the yaw motion subsystem (4) are, respectively, θy , ωy ,
and f̂6. Similarly, f̂6 = ÛTŜy , where Û and Ŝy are estimates
of the optimal matrices U ∗ and S∗

y . Note that, for the subsystem
(3), the training pitch angle θp is taken from the tilt sensor,
and its training pitch rate ωp is directly measured from the
gyroscope. For the subsystem (4), the training yaw angle θy

and yaw rate ωy are all from the potentiometer.
Moreover, by defining W̃ = W ∗ − Ŵ , S̃p = S∗

p − Ŝp, one
obtains

f
∗
4 = W ∗T S∗

p + ε∗p

= ŴTŜp + ŴTS̃p + W̃TŜp + W̃TS̃p + ε∗p. (9)

In order to achieve online tuning of the RBFNN
parameters, including the center vector up =
[u1p1 u2p1 u1p2 u2p2 · · · u1pn u2pn ]T and the vec-
tor σp = [σp1 σp2 σp3 · · · σpn ]T, the expansion of S̃p

is taken in a Taylor series as follows:

S̃p =
∂S̃p

∂ûp
ũp +

∂S̃p

∂σ̂p
σ̃p + hp = Aũp + Bσ̃p + hp (10)

where ũp = u∗
p − ûp; σ̃p = σ∗

p − σ̂p; hp is the vector contain-
ing higher order terms and satisfies ‖hp‖ ≤ bp. Substituting
(10) into (9) gives

f
∗
4 = ŴTŜp + ŴT(Aũp + Bσ̃p) + W̃TŜp + εp (11)

where εp = W̃Thp + W̃TS̃p + ε∗p and εp is assumed to satis-
fies |εp| < gpmax.

Similarly, defining Ũ = U ∗ − Û , S̃y = S∗
y − Ŝy and

expanding

S̃y =
∂S̃y

∂ûy
ũy +

∂S̃y

∂σ̂y
σ̃y + hy = Cũy + Dσ̃y + hy (12)
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one obtains

f
∗
6 = ÛTŜy + ÛT(Cũy + Dσ̃p) + ŨTŜy + εy (13)

where ũy = u∗
y − ûy; σ̃y = σ∗

y − σ̂y; hy is the vector includ-

ing higher order terms; ‖hy‖ ≤ by; εy = ŨThy + ŨTS̃y + ε∗y
satisfies |εy| < gy max.

III. ADAPTIVE CONTROL USING RBFNN

A. Adaptive Self-Balancing Controller Design Using RBFNN

This section will develop an adaptive self-balancing con-
troller using RBFNN for the subsystem (3) with two unknown
parameters A43 and B4, and the uncertain term f4. The control
objective is to control the angle position θp to reach to the
command position θpc = 0 without error. Due to the nonlinear
term f4 in the decoupled subsystem, the well-known backstep-
ping technique is employed in the following to accomplish the
control goal. To maintain the angle position θp at θpc = 0, one
chooses the virtual control ωp = −Kθθp, and the Lyapunov
function V1 = θ2

p/2 such that the θp dynamics can be stabilized
at the origin. Next, one defines the subsequent backstepping
error ξp

ξp = ωp + Kθθp, Kθ > 0 (14)

whose time derivative becomes

ξ̇p = ω̇p + Kθ θ̇p = A43θp + B4(Cθ + f4) + Kθωp. (15)

To stabilize the system (15), the following adaptive torque
control is proposed by:

Cθ =−
[
(Â43+KP )θp+Kθωp

]/
B̂4 + (ŴTŜp + ĝp)sgn(ξp)

(16)

where KP and Kθ are two positive tuning parameters. With
the definition of the estimation errors, Ã43 = A43 − Â43,
B̃4 = B4 − B̂4, g̃p = gpmax − ĝp, ũp = u∗

p − ûp, σ̃p = σ∗
p −

σ̂p, W̃ = W ∗ − Ŵ , the parameter adaptation laws for the es-
timates Â43, B̂4, Ŵ , ĝp, σ̂p, and ûp are given by

˙̂
B4 = −(rbpξp/B̂4)

[
(KP + Â43)θp + Kθωp

]

˙̂
A43 = rapξpθp

˙̂gp = −rgp|ξp| ˙̂up = −rupA
TŴ |ξp|

˙̂σp = −rσpB
TŴ |ξp| ˙̂

W = −rwpŜp|ξp|. (17)

In showing (17), the substitution of (16) into the system (15)
yields

ξ̇p = B4

[
(ŴTŜp + ĝp)sgn(ξp) + f4

]
− (B̃4/B̂4)Kθωp

+
[
Ã43 − (B̃4/B̂4)(KP + Â43)

]
θp − KP θp (18)

and

d
(
ξ2
p/2

)
/dt = ξpξ̇p

≤B4|ξp|
[
−ŴT (Aũp + Bω̃p) − W̃TŜp − g̃p

]

−
[
(B̃4/B̂4)

]
Kθξpωp

+
[
Ã43 − (B̃4/B̂4)(KP + Â43)

]
ξpθp

− KP ξpθp.

For showing the asymptotical stability of the system, a
Lyapunov function candidate is chosen by

V2 =KP θ2
p

/
2 + ξ2

p

/
2 + Ã2

43

/
2rap + B̃2

4

/
2rbp

+ B4W̃
TW̃/2rwp + B4ũ

T
p ũp

/
2rup

+ σ̃T
p σ̃p

/
2rσp + B4g̃

2
p

/
2rgp (19)

where rap > 0, rbp > 0, rup < 0, rσp < 0, rwp < 0, rgp < 0.
Taking the time derivative of the Lyapunov candidate (19) gives

V̇2 ≤ −KP Kθθ
2
p+B4W̃

T
(
−Ŝp|ξp|− ˙̂

W/rwp

)

+B̃4

[
−(KP +Â43)θpξp

/
B̂4− ˙̂

B4/rbp−Kθωpξp/B̂4

]

+Ã43(θpξp− ˙̂
A43/rap)+B4ũ

T
p

(
−|ξp|ATŴ+ ˙̃up/rup

)

+σ̃T
p B4

(
−|ξp|BTŴ+ ˙̃σp/rσp

)

+B4g̃p

(−|ξp|+ ˙̃gp/rgp

)
. (20)

Clearly, if the parameter adaptation rules (17) are chosen, then
V̇2 is negative semidefinite, i.e.,

V̇2 ≤ −KP Kθθ
2
p ≤ 0. (21)

Thus, Barbalat’s lemma implies that θp → θpc = 0 as t → ∞.
Hence, this main result is summarized as follows.

Theorem 1: Assume that |εp| < gpmax, and consider the
subsystem (3) with the proposed adaptive self-balancing control
(16) with the parameter adjustment rules (17). Then, θp →
θpc = 0 as t → ∞.

Remark 1: Theoretically, the pitch angle can be asymptoti-
cally stabilized at the origin, i.e., θP → 0 as time approaches
infinity. Meanwhile, the ultimate boundedness of the Lyapunov
function V2 implies that the state variable θP and the back-
stepping error ξp are ultimately bounded and, from (21), ξp

must tend to zero as t → ∞. Moreover, A43, B4, εp, and W
are also ultimately bounded, thereby obtaining the boundedness
of the control signals. From (21), if both parameters KP and
Kθ are chosen larger, then the Lyapunov function V2 quickly
converges to its minimum, and, meanwhile, the state variable
θP also quickly decays to the origin. On the other hand, once
the backstepping error ξp have converged to zero, the state
variable θP exponentially converges to zero since the first-order
dynamic equation of θP is governed by θ̇P = −KθθP .
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Remark 2: KP and Kθ are positive constants in the adap-
tive self-balancing controller using RBFNN. Both parameters
significantly affects the regulation performance of the state
variable θP . It is clear that the parameter Kθ is the convergent
rate of the state variable θP via the first-order dynamic equation
of θP , i.e., θ̇P = −KθθP . However, saturation of the motor
drives can happen if a big Kθ is used. In (21), it point outs
that KP affects the negative semidefiniteness of the derivative
of the overall Lyapunov function V2. Obviously, a larger KP

will make V̇2 much smaller such that V2 quickly converges to
its minimum and, meanwhile, the state variable θP also quickly
decays to the origin.

B. Adaptive Yaw Controller Design Using RBFNN

This section is devoted to constructing an adaptive yaw
controller for the subsystem (4) with the two unknown pa-
rameters, A66 and B6, and the unknown nonlinear term f6.
Since the potentiometer is employed to measure the angle
difference between the equilibrium point and the yaw angle the
rider intended to achieve, the adaptive yaw control problem is
reduced to an adaptive regulation problem. Therefore, similar to
the previous section, the backstepping technique is again used
to attain the adaptive yaw controller by choosing the virtual
control ωy = −Kyθy and the Lyapunov function V3 = θ2

y/2,
and then stabilizing the θy dynamics. Next, define the second
backstepping error

ξy = ωy − (−Kyθy) = ωy + Kyθy. (22)

Differentiating ξy gives

ξ̇y = (A66 + Ky)ωy + B6(Cy + f6). (23)

In order to stabilize the yaw control subsystem, the implicit
control Cy with estimated parameters, Â66, B̂6, Û , and ε̂y , is
proposed as follows; for Kyp > 0 and Ky > 0

Cy = −
[
(Â66 + Ky)ωy + Kypθy

] /
B̂6

− (ÛTŜy + ĝy)sgn(ξy). (24)

Substituting the control law (24) into (23) gives

ξ̇y = −(B6/B̂6)Kypθy

+
[
Ã66 − (B̃6/B̂6)(Â66 + Ky)

]
ωy

+ B6

[
−
(
ÛTŜy + ĝy

)
sgn(ξy) + f6

]
(25)

d
(
ξ2
y

/
2
)
/dt = ξy ξ̇y

≤B6|ξy|
[
−ÛT(Cũy + Dσ̃y) − ŨTŜy − g̃y

]

− (B̃6/B̂6)Kypξyθy

+
[
Ã66 − (B̃6/B̂6)(Â66 + Ky)

]
ξyωy

− Kypξyθy (26)

where g̃y = gy max − ĝy . The errors of the estimated parame-
ters are defined by Ã66 = A66 − Â66, B̃6 = B6 − B̂6, Ũ =
U ∗ − Û , ũy = u∗

y − ûy , and σ̃y = σ∗
y − σ̂y . The following

Lyapunov function candidate is employed to find the parameter
updating laws:

V4 = Kypθ
2
y

/
2 + ξ2

y

/
2 + Ã2

66

/
2ray + B̃2

6

/
2rby

+ B6Ũ
TŨ/2rUy + B6ũ

T
y ũy

/
2ruy

+ B6σ̃
T
y σ̃y

/
2rσy + B6g̃

2
y

/
2rgy (27)

where ray > 0, rby > 0, rUy > 0, ruy > 0, ruy > 0, rσy > 0,
rgy > 0. Differentiating the Lyapunov function V4 yields

V̇4 ≤ −KyKypθ
2
y+Ã66(ξyωy+ ˙̃A66/ray)

+ B6Ũ
T

(
|ξy|Ŝy+ ˙̃U/rUy

)

+ B̃6

[
(−Kypξyθy−Â66ωyξy−Kyωyξy)/B̂6+ ˙̃B6/rby

]

+ B6ũ
T
y

(
|ξy|CTÛ+ ˙̃uy/ruy

)

+ σ̃T
y B6

(
|ξy|DTÛ+ ˙̃σy/rσy

)
+B6g̃y

(|ξy|+ ˙̃gy/rgy

)
.

(28)

If the following parameter adaptation rules are chosen:

˙̂
B6 = (rby/B̂6)(−Kypξyθy − Â66ωyξy − Kyωyξy)

˙̂
A66 = rayωyξy

˙̂
U = rUySy|ξy| ˙̂gy = rgy|ξy|

˙̂σy = rσy|ξy|DTÛ ˙̂uy = ruy|ξy|CTÛ (29)

then, V̇4 becomes V̇4 = −KypKyθ2
y ≤ 0 which implies θy → 0

as t → ∞. The following summarizes the result.
Theorem 2: Assume that |εy| < gy max, and consider the

subsystem (4) with the proposed adaptive yaw control (24) with
the parameter updating laws (29). Then, θy → 0, as t → ∞.

IV. SIMULATIONS, EXPERIMENTS, AND DISCUSSION

In this section, three simulations and three experiments are
conducted to verify the effectiveness and performance of the
proposed adaptive RBFNN self-balancing and yaw motion
controllers. In all simulations and experiments, two five-node
RBFNNs with online tuning of their centers and widths are used
to approximately learn these two uncertain but bounded terms,
f4 and f6.

The first simulation is conducted to verify the performance
of the proposed adaptive RBFNN self-balancing controller.
Fig. 4 shows the comparison of the simulation results of the
pitch angle tracking for the state-feedback controller [1] and
the adaptive controller using RBFNN. As shown in Fig. 4,
the adaptive self-balancing controller using RBFNN has a
faster convergent speed than the state-feedback controller does.
The second simulation is performed to examine the effective-
ness of the proposed adaptive RBFNN yaw motion controller.
Fig. 5 shows the yaw angle tracking performance for the
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Fig. 4. Comparison of simulation results of the pitch angle tracking for the
state-feedback controller [1] and the adaptive self-balancing controller using
RBFNN.

Fig. 5. Comparison of simulation results of the yaw angle tracking for the
state-feedback controller [1] and the adaptive yaw controller using RBFNN.

state-feedback controller and the proposed yaw controller using
RBFNN. The results in Fig. 5 clearly indicate that the proposed
adaptive yaw controller with RBFNN has a better response than
the conventional state-feedback controller does. The results
in Figs. 4 and 5 have shown that the proposed controller
outperforms the state-feedback controller.

In addition, the third simulation is conducted to investigate
the learning performance of both RBFNNs. These uncertain
terms, f4 and f6, use nonconstant static frictions varying with
different terrains, and unmodeled errors between the nonlinear
model and the linearized model adopted in this paper, but
neglects the viscous frictions depending upon the vehicle speed.
The nonlinear uncertainties f4 and f6 are, respectively, given by

f4 =
{

0.5 N + n(t), 0 s < t < 1 s
1 N + n(t), t > 1 s

f6 =
{

2 N + n(t), 0 s < t < 1 s
1.5 N + n(t), t > 1 s

Fig. 6. RBFNN approximations of f̂4 = ŴTŜp and f̂6 = ÛTŜy .

Fig. 7. Sequential still images captured from the experimental video for the
self-balancing two-wheeled scooter.

where n(t) is a white Gaussian process with zero mean and
variance of 0.1.

Fig. 6 shows that the nonlinear uncertainty f4 and f6 can
be well approximated by the output of the RBFNNs, i.e.,
f̂4 = ŴTŜp and f̂6 = ÛTŜy . The results, in both cases, have
confirmed that the two nonlinear uncertainties can be well
approximated by the two RBFNNs.

The subsequent experiments studied that the rider can easily
steer the designed scooter. Fig. 7 shows the sequential still
images captured from the experimental video for the self-
balancing two-wheeled scooter. Figs. 8 and 9 show the exper-
imental results of the two proposed controllers with RBFNNs.
These results have exemplified the effectiveness of the proposed
controller for self-balancing of the two-wheeled scooter. As
shown in Figs. 8 and 9, both experimental results are in good
agreement with simulation ones. As mentioned in Section II,
the two first-order low-pass filters are used to eliminate high-
frequency noise in the pitch and yaw motion responses, thus
retaining the dynamics of the proposed controller.
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Fig. 8. Experimental yaw response of the adaptive yaw controller using
RBFNN.

Fig. 9. Experimental pitch response of the adaptive self-balancing controller
using RBFNN.

V. CONCLUSION

This paper has presented an adaptive control using RBFNN
for a self-balancing two-wheeled scooter. The mechatronic
method has been successfully used to construct the vehicle, and
the linearized mathematical modeling of the vehicle with two
unknown frictions has been well established in a state-space
framework. With the decomposition of the system into its two
subsystems, two adaptive controllers using RBFNN have been
synthesized to achieve self-balancing and desired yaw motion.
Through simulations and experimental results, the proposed
controllers have been shown useful and effective in providing
appropriate control actions to steer the vehicle at slow speeds.
An important topic for future research would be to develop an
adaptive fuzzy controller for the scooter running at high speeds.

APPENDIX

This appendix will briefly describe how to establish a math-
ematical model of the experimental scooter with the definitions
of parameters in Table I.

TABLE I
DEFINITIONS OF PARAMETERS

The nonlinear dynamic system model of the experimental
scooter is described by the following set of motion equations
via Newtonian mechanism [1], [12]. Three equations of the
right wheel for translation and rotation are governed by

MRRẍRR = fdRR + HTR − HR − bẋRR − fcsgn(ẋRR)

(A.1)

MRRÿRR = VTR − MRRg − VR (A.2)

JRRθ̈RR = CR − (HTR − bẋRR − fcsgn(ẋRR)) R. (A.3)

Similarly, three equations of motion for the left wheel are
governed by

MRLẍRL = fdRL + HTL − HL − bẋRL − fcsgn(ẋRL)

(A.4)

MRLÿRL =VTL − MRLg − VL (A.5)

JRLθ̈RL =CL − (HTL − bẋRL − fcsgn(ẋRL)) R (A.6)

where the forces HTR, HR, VTR, VR, HTL, HL, VTL, and VL

are defined in [1]. Furthermore, the equations of motion of the
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chassis for translation in both horizontal and vertical directions,
and rotation are expressed by

MP ẍP = fdP + HR + HL (A.7)

Mpÿp =VR + VL − Mpg (A.8)

Jpθ θ̈P = (VR + VL)L sin θp

−(HR + HL)L cos θp − (CL + CR). (A.9)

Assume that θP be small, i.e., yP = L cos θP ≈ L, ÿp = 0.
Using the linearization procedure, one defines the following six
state variables:

X = [xRM vRM θP ωP θy ωy]T.

After lengthy algebraic manipulations [10], one obtains the
linearized system model of the scooter in the following state-
space form:

⎡
⎢⎢⎢⎢⎢⎢⎣

Ẋ RM

v̇RM

θ̇P

ω̇p

θ̇y

ω̇y

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0
0 A22 A23 0 0 0
0 0 0 1 0 0
0 0 A43 0 0 0
0 0 0 0 0 1
0 0 0 0 0 A66

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

X RM

vRM

θP

ωp

θy

ωy

⎤
⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

0 0 0 0 0
B21 B22 B23 B24 B25

0 0 0 0 0
B41 B42 0 0 B45

0 0 0 0 0
B61 B62 B63 B64 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

CL

CR

fdRL

fdRR

fdP

⎤
⎥⎥⎥⎦ +

⎛
⎜⎜⎜⎜⎜⎝

0
ξ2

0
ξ4

0
ξ6

⎞
⎟⎟⎟⎟⎟⎠

(A.10)

where ξi (i = 2, 4, 6), respectively, denotes the uncertain term
which may include static frictions and linearized errors. Fur-
thermore, let α = (MRR2/JRR) + 1, β = (JPθ/MP L) + L,
p=1 + D2(JRR + MRRR2)/2JpyR2, then the system param-
eters in (A.10) are given by

A22 = (−R2/JRR)(b/α) A23 = −(R2/2JRR)(γ/αβ)

B21 = B22 = R/2JRR [(1/α) + (R/αβ)]

B23 = B24 = R2/2JRRα

B25 = (R2/2JRR)(1/αβ)(JPθ/MP L)

A43 = (γ/JPθ)(1 − L/β)

B41 = B42 = (1/JPθ) ((L/β) − 1) B45 = 1/βMp

A66 = −(D2b + 2b)/(2JPy)

B61 = −B62 = D/2JPyR B63 = −B64 = D/2JPy.

From (A.10), if the scooter without uncertainties has a steady-
state tilt angle, then it will provide a steady-state linear speed
vRMSS (vRMSS = ((B2A43 − A23B6)/A22B6)θp) to make the
scooter move without falling down. Moreover, (A.10) can be
simply rewritten by
⎛
⎜⎜⎜⎜⎜⎝

ẋRM

v̇RM

θ̇P

ω̇P

θ̇y

ω̇y

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 0 0 0
0 A22 A23 0 0 0
0 0 0 1 0 0
0 0 A43 0 0 0
0 0 0 0 0 1
0 0 0 0 0 A66

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝

xRM

vRM

θP

ωP

θy

ωy

⎞
⎟⎟⎟⎟⎟⎠

+

⎛
⎜⎜⎜⎜⎜⎝

0 0
B2 B2

0 0
B4 B4

0 0
B6 −B6

⎞
⎟⎟⎟⎟⎟⎠

(
CL

CR

)
+

⎛
⎜⎜⎜⎜⎜⎝

0
f2

0
f4

0
f6

⎞
⎟⎟⎟⎟⎟⎠

(A.11)

where B2 = B21 = B22, B4 = B41 = B42, B6 = B61 = B62.
Moreover, the three uncertainties, f2, f4 and f6, can be realisti-
cally modeled by

f2 =B23fdRL + B24fdRR + B25fdP + ξ2

f4 =B45fdP + ξ4

f6 =B63fdRL + B64fdRR + ξ6. (A.12)
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