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Abstract

In this study, a modified version of differential evolution (DE) is used to solve dynamic optimization prob-
lems (DOPs). To promote the efficiency of the basic DE, the local replacement (LR) strategy is introduced to
intensify the search in the neighborhood of the current best solution. To solve by the proposed method, the DOP
is converted a nonlinear programming (NLP) problem via control vector parametrization (CVP). The final results
from two cases of DOP show that such modification is simple and effective in the promotion of convergent rate
and numerical accuracy.
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1. Introduction

In general, most engineering optimization prob-
lems can be formulated as nonlinear programming
(NLP) problems as follows

min
Φ

J (1)

subject to

L ≤ Φ ≤ U

h(Φ) = 0

g(Φ) ≤ 0

(2)

where J is the objective function;Φᵀ ≡ [φ1, · · · , φn]
denote decision vector, L and U ∈ Rn respectively
denote the decision vector, the lower bound and the
upper bound. h and g respectively denote the equality
and inequality constraints onΦ. Thus, the above NLP
problem represented is cast as finding the global opti-
mal solutionΦ∗ that minimizes the objective function
J and simultaneously satisfying Eq. (2).

To solve the above problems, gradient-base meth-
ods and direct searchmethods are commonly used. Us-
ing the information derived from the first or second
derivatives, the gradient-based methods, such as suc-
cessive quadratic programming (SQP), may converge
the problem very rapidly, especially when the initial
guess is closed to the optimum. However, for the
systems with highly nonlinear and/or multimodal na-
ture, to acquire a global optimum might become very
difficult. Based on whether the objective function is
improved, the direct search methods directly update
the decision vectors. However, even the direct search
methods may approach the global solution, they often
require very large objective function evaluations. In
recent, it is very popular to use meta-heuristics algo-
rithms, such as simulated annealing (SA), genetic al-
gorithm (GA) and differential evolution (DE), in the
solution of engineering optimization problems. Even
the convergent rate is unable to be proved via strict
mathematical procedure, these methods still demon-



Np(≥ 4)
j

Φi

ϕg
ij = Lj + rand() · (Uj − Lj), j = 1, · · · , n

g = 1

T̃ g =

{
Φ1,Φ2, · · · ,ΦNp

}

rand() ∈ [0, 1]

M̃g =

{
v1,v2, · · · ,vNp

}

T̃ g

vi = Φr1 + F · (Φr2 −Φr3),

i = 1, · · · , NP

F

Φi vi

uij =

⎧⎪⎪⎨
⎪⎪⎩

vij (randb(i) ≤ CR)
i = rnbr(j)

ϕij

j = 1, 2, · · ·n

C̃g =

{
c1, c2, · · · , cNp

}

ci ≡ [ci1, · · · , cin] i
randb(i)

rnbr(j)
{1, 2, ..., n} CR

xi ui

T̃ g+1

xi =

⎧⎨
⎩

ui J (ui) ≤ J (x)

xi
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T̃ g+1

T̃ g+1

Φ∗ NL

Φ̃

Φ̃� = L̃+R(Ũ− L̃), � = 1, · · · , NL

L̃ Ũ

Ũ = Φ̃
∗
+

U− L

2
× 1

Np

L̃ = Φ̃
∗ − U− L

2
× 1

Np

R
0 1

NL

xNp−NL+� =

{
x̃� J (x̃�) ≤ J (ΦNp−NL+�)
ΦNp−NL+�

� = 1, · · · , NL

min
u(t)

J (tf )

dx

dt
= f(x, u(t), t)

x(0) = x0

hk(x, u, t) = 0 (k = 1, · · · ,K)

L ≤ u(t) ≤ U

t ∈ [0, tf ]

x (n × 1)

u(t)
t = 0 t = tf

L U
K
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P
t = 0 t = tf

i.e.

min
ui,ti,i=1,··· ,P

J (tf )

dx

dt
= f(x, ui, t)

x(0) = x0

hk(x(t),ui(t), t) = 0 (k = 1, · · · ,K)

L ≤ ui(t) ≤ U

∀t ∈ [ti, ti+1] i = 0, · · · , P − 1

[ti ti+1]

ui(t) =
ui+1 − ui

dt
= −k1C

2
A

dCB

dt
= k1C

2
A − k2CB

[
CA CB

]
=

[
1 0

]

k1 = 4000exp(−2500/T )

k2 = 620000exp(−5000/T )

T

298K ≤ T ≤ 398K

CB 0 ≤ t ≤ 1

max
T (tf=1)

CB

0.610767
CB

0.610070 0.610079

NP = 180 NL = 20
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ti+1 − ti
(t− ti) + ui (20)

Besides t0 = 0 and tf , the P − 2 time grides are also
considered as the decision variables. Thus, the original
DOP with infinite dimension is parametrized as NLP
problem with 2P dimensions.

5. Numerical Examples

In this study, the local replacement strategy is in-
tegrated with the basic DE and the modified DE [3].
Two typical examples are respectively solved by the
basic DE, MDE, DE plus LR and MDE plus LR to
compare the numerical efficiency. All these methods
are programmed by MATLAB with absolute error are
1× 10−6. The values for F , CR and P are set as 0.3,
0.99, 5. Each example is iteratively solved 100 runs by
these methods. In each run, the average objective vale
(Aobj), standard deviation (SD) are recorded after 100
generations.

5.1. A batch reactor with consecutive chemical
reaction

The model is described by the differential equa-
tions

dCA
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dx1
dt

= −2(2 + u)(x1 + 0.25)

+ (x2 + 0.5)exp(
25x1
x1 + 2

)

dx2
dt

= 0.5− x2

− (x2 + 0.5)exp(
25x1
x1 + 2

)

dx3
dt

= x21 + x22 + 0.1u2

x1 x2

x(0) =
[
0.09 0.09 0

]

x3(tf )
tf = 0.78

min
u

x3(tf )

u

0.24425 0.13309

0.13315

x2(tf )
P = 5

NP NL
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