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Abstract

People’s dependence on the internet has increased apparently.
It’s a trend that the internet is regards a general term. There are
business models like B2B (Business to Business), B2C (Business
to Consumer) and C2C (Consumer to Consumer) running on
internet. Hence, today’s enterprise environment, where the
business operation keeps running and the nonstop service available
Is required; enterprise needs a quick and accurate mechanism to
face the challenges of any unexpected event. Therefore, the issue
of how to tighten the “stability” of internet environment has given
rise to much attention of researchers.

Restated, effective and efficient management is a vital issue.
However, troubleshooting is quite time consuming for large scales
system/network environment. At meantime it needs a strong and
accurate management tools to reduce troubleshoot time. SNMP
(Simple Network Management Protocol) is a management protocol
that is widely used standard for remote management of devices in
IP networks. Nevertheless, management information in MIB
(Management Information Base) of SNMP agent is implemented in
a variety of devices such as network equipments, application
servers and others.
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In this study, management information from the managed
devices was integrated to provide a proactive management system.
Through proactive rather than reactive management, it could offer
the real benefits of management system. Some core features are
presented in the proactive management system; they are easy to
find out the state of managed devices, to identify the trends of
operation easily and take a troubleshooting guide to predict what
might go wrong.

Restated, this work incorporates SNMP mechanism as well
as trap mechanism in management system. Moreover, the proposed
proactive management system is able to combine an alarm system
and mail system to provide an alert message to related management
staffs in time, prior to the managed device being faulty.

Keyword: SNMP, MIB, proactive management system, Cacti, trap
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1 Introduction

1.1 Study background

Today, computer is used in many areas. It is an important tool to
people, especially for people who work for organizations, industry, and
so forth. Almost anything can be executed or implemented by
computers. Hence, out of function of computer will impact daily
operation very seriously. It is hardly to make sure anything run well, a
monitor mechanism must set up. Once abnormal event happened,
management system should be able to alert the related message to IT
staff or take the proper procedure in time. Let IT staff know what
wrong it is after one alerting message sent to his /her mail account.
Based on the desired management concept, a management system with
proactive monitor mechanism can be built up. The management system
IS to reduce time of system out of service which is caused by man-made
error. Meanwhile, the management system also gives a troubleshooting
guide on problem solving, especially any adverse event occurred in a
complicated enterprise environment.

Here are my reference resources in this study. There are almost
from Web information. Today everything you want to understand or
learn, it could be on internet. They are also included “Unix Fault
Management” [1] and “Network Node Manager managing your
network” [2] two books. Especially, in “Unix Fault Management”, there
are many concepts | learned in this study in fault management. The
former book does not only focus on Unix operating system, but also
gives rich knowledge in fault management. The other book focuses on
network management. It is a good manual to build up knowledge about
the operation in how to work in management field.

1.1.1 SNMP
Simple network management protocol (SNMP) [3] [4] [5] [6] is

actually used to refer to a collection of specifications for network
management that includes the protocol itself, the definition of a
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database, and concepts. SNMP is introduced in the 1980s. Today it is

highlighted here to TCP/IP network environment. The development of

TCP/IP boosts up more application of SNMP in nowadays. There are

more detailed definitions in RFC [3] [7] [8] [9] [10] [11] [12]. The

following addresses three basic specifications:

1. Structure and Identification of Management Information for

TCP/IP based Internets (SMI): describes the common structures and

identification scheme for the definition of management information

used in managing in TCP/IP based internet. There is a full definition on

RFC1155.

2. Management Information Base (MIB) [5] [13] for network
management of TCP/IP based Internets: describes the managed objects
contained in the MIB. There is a full definition on RFC1213.

3. Simple Network Management Protocol (SNMP): describes the

protocol used to manage these objects. There is more a clear definition

on RFC1157.

There is an enhanced feature in security and administrative
capability in SNMP V3. About SNMP specification, there are more
clear definitions mapping to the related RFC. In OSI definition, SNMP
is designed to be an application layer that is part of the TCP/IP protocol
suite. It is intended to operate over the user datagram protocol (UDP)
which is a connectionless protocol. Typically, SNMP uses UDP ports
161 for the agent and 162 for the manager.

In typical SNMP use, system operators have the task of
monitoring or managing a group of hosts or devices on a computer
network. Each managed system (device) executes, at all times, a
software component called an agent which reports information via
SNMP to the management systems. Although SNMP was used only to
manage network devices, such like routers, switches and hubs initially.
Today SNMP is also applied in management for system, application
software [15] [16] and the equipment embedded SNMP agent.

1.1.2NMS

Network Management System (NMS) [17] [18] [19] [20] [21] [22]
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[23] [24] [25] [26] [27] is responsible to collect or query the status of
managed device. In the same time it also could accept trap message
from managed device encountering fault and take an alerting
mechanism to notify the related staff. It would save troubleshooting
time. The other way is to define the threshold like CPU utilization or
resources usage to specific managed devices. If the threshold is
breaching, management system would send out one alerting message to
the IT staff. This method provides a bottleneck monitor mechanism.

Initial state of NMS is considered as a management in network
devices and seeds in the network topology. Due to IT industrial
blossom, let management become more important and at meantime it
could extend its power to the other device except network device. Even
we could say it could provide a proactive protection in management
field. Let us think about why it is proactive. To Reactive service is just
offered a passive problem solving. It is not quick and in time.

Today NMS must offer the capability to find out the current state
of your network and managed device firstly. It could offer the
capability to optimize the network and managed device before reaching
its bottleneck secondly. It offers some evident to prevent operation
interrupt. Hence it could achieve an efficient and proactive
management platform.

1.2 Study objective

In order to understand integrated operation theory, we must
understand how to combine it into one management platform. This
combination is to point out quickly what managed device is out of
function and to reduce troubleshooting time. At meantime it could
assist system operator to identify what wrong it is and reduce
opportunity in human errors in daily operation. First we need to build
up the related acknowledge and concept.
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1.2.1 Management system architecture

The model of network management [2] [23] [24] [25] that is based
on TCP/IP network management covering the following key
components:

B management system

B management agent

B management information base (MIB)

B SNMP protocol

The management system is typically a standalone server or a
station installed the related management application like NNM. It
could offer data analysis, fault recovery...the related capability. It
would do monitor and control the managed devices for system
administrator. It also owns database for the MIB of the managed
devices. Today there are different management systems on industrial
technology. Their function is similar.

An agent is usually a passive entity. The management agent is
managed devices with embedded agent to response to request for
information and request for action from management systems. An agent
becomes an active entity by emitting unsolicited messages to alert
SNMP managers of obvious local events (such as a one power failure
in managed device). The Figure 1-1 [2] would depict the relationship
between management system and management agent.

15



SNMP Management System SNMP Agent

Application manage

Management Application [« ————————————— ~ ™ SNMP Managed Objects

GetResponse
GetResponse

GetRequest
SetRequest

SetRequest
Trap

GetNextRequest
Trap
GetRequest
GetNextRequest

y y A A 4 A 4

SNMP messages

SNMP Agent - — — — o ____ > SNMP Agent
ubpP uDP
IP IP
Network-dependent Protocols Network-dependent Protocols

Network

Figure 1-1 Relationship between management system and agent

A set of objects provided from vendors is referred to as a
management information base. The MIB file would define specific
objects for monitoring the managed device. We could say if the router’s
working environment would be monitored, the related MIB for working
environment of this router must be loaded into management system.
Figure 1-2 [1] [28] shows the MIB hierarchy. It could refer
to http://www.ietf.org [3] to get more detailed information for RFC.
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system(1) interfaces(2) at(3) ip(4) ... enterprises(4)

Figure 1-2 MIB hierarchy

The management system and management agent [1] [2] [6] are
linked by SNMP protocol. The protocol would offer the following key
function:

B Get : enables a management system to retrieve the value of
object at a managed device

B Set: enables a management system to set the value of object
at a managed device

B Trap: enables a managed device to notify a management
system critical event occurred.

The SNMP is an application protocol that is part of the TCP/IP
protocol suite. It operates over the user datagram protocol (UDP) which
IS a connectionless protocol. It means no handshaking mechanism on
UDP. There is a tracking method involved in the entire implementation.
At the meantime there is some enhancement in security.

1.2.2 Polling versus Trap

Let we think about how many managed devices will be managed

17



by management system in your management environment and every
managed agent maintains a large number of objects. If a management
system is responsible for a large number of agents, it would become an
impractical implement. Then one management mechanism must be
taken through polling and trap [29] [30]. The polling is through
management system to periodically query the managed device to
receive the status. A trap is through agent notifying the management
system of unsolicited event occurred. All communication between the
management system and its managed agents take place using SNMP.

At initial stage, we could define a rule which devices are managed,
which items are monitored, how long it will be polled and what devices
could issue trap event to management system while the device get
faults. These are a basic demand to management system. It could let
management system to build the baseline for your IT. Then later it
could be set up alarm mechanism during breaching threshold we
defined based on baseline or trap event occurring. The Figure 1-3
depicts the operation of polling and trap. It could be understood easily
from the Figure 1-3 [31]. The polling operation is initiated by
management system through SNMP get function to get managed device
status or state. The trap operation is trigger while managed device get
fault and at meantime it own the trap function. These message are
operated on UDP, we could decide polling interval and how many
failed polls are allowed in your management environment. These are a
not standard, it just offers the guideline to lead a right track.

In general one trap is an unexpected event occurred on managed
device sent to a management system. A trap is generated by SNMP
agent and is sent to specific destination. There are many hardware
faults signaling a trap message like fan failure, NIC card failure... etc..
The trap message contains its related information. Hence the trap
message directs to management system and a management system
could process trap message. It would trigger the appropriated action to
notify IT staff. It lets the potential problem be solved in time.

18
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Figure 1-3 Polling VS trap

1.2.3 Fault management operation

Fault management [1] [2] operation proposed in this work is
implemented by integrating both polled messages and event traps from
devices. It is based on polling and trap operation. A management
system would poll managed device within interval time. The polling is
carried out through ICMP ping or SNMP get mechanism to acquire
device’s status. The ICMP ping is performed at a consistent rate that is
independent of polling response time. The management system
achieves this poll function using two asynchronous threads: one sends
polls and the other receives poll responses. The sending and receiving
threads are designed to operate asynchronously. Therefore, slow
response times or excessive timeouts does not affect the polling rate. If
the managed device inhibits ICMP ping function, instead the
management system uses SNMP polling to get managed device’s status.
Meanwhile, the SNMP polling automatically switches to an alternate IP
address during failures, ensuring the integrity of management system
analysis. In general, the primary purpose of polling mechanism is
to understand managed device’s status.



We could define the threshold and enable trap function on
managed devices in advance after loading MIB files into
management system. Due to one event arising, trap mechanism
would be trigger, the managed device will direct trap information
to management system. There is one link down occurring on
managed device here. The Figure 1-4 [24] [25] [31] depicts the
related information contained in trap PDU would be directed to
management system. The managed device already enabled link
down trap feature would send the notification messaged agent
generated to management system. At meantime management
would decode the notification message and category the message
and take the appropriate action predefined in the action task.

@ Agent generate notification

@ linkDown

Remote ifindex.4 4

device ifDescr.4 Serial 1/2

goes ifType .4 propPointToPoint (22)
dowin ifLocReason.@aIive failed

SNMP notification
Dewce with Q
SNMP agent OID for
lin management system

(4) TrapPDU1.36.1.2.1.11.0.2

linkDown notification delivered to management system

O

Load MIB

Instance 4
Serial 1/2

Figure 1-4 Trap information

Each trap is identified by its OID as well as generic and specific
trap number. A trap message includes the address of the agent sending
the event and a list of variables. The variables contained in the trap
message can be used in the event message and then filter the message
to take predefined action. Restated, the fault management system (event
daemon) assigns the event to an event category and takes a predefined
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action based on the severity configuration in the template.

1.3 Study motivation

First we talk about system administrator is responsible to maintain
the system integrity and stability in data center. In early system
administrator must take care of troubleshooting and problem solving to
his/her management devices. But today application systems become
more complicated and more tasks deployed on different machines.
While one of equipment or application system stuck, it is not easy to
identify which parts encounters problem within short time. It’s beyond
system administrator’s capability to identify or recover the fault parts in
short time. Hence system administrator should get the effective and
powerful tools to assist him/her to short troubleshooting time. It would
cover the checking the current health of the system in daily operation
and troubleshoot recent events and faults that may be related
connection. It would point out that operator error is the most common
cause of unplanned downtime. It is to reduce the opportunity of
operator error. An automatic monitor mechanism is a must after it is
considered well and proved deployment. It is a necessary routine in
management.

In study area, we could not manage all devices in test environment
we planed. But we could think about which devices could be adopted
into a management domain. Restate, the equipments, application
systems or its peripherals which support SNMP daemon are adopted
into managed devices.

Here is to take the opportunity to prove SNMP incorporated to a
management system. Firstly it lets a proactive management system
assist IT staff to reduce the pressure in daily monitor management. If
the management through man power is easy to miss the checking item
and it is poor in management efficiency. Secondly it is real and accurate
in monitor event incoming. Due to almost equipments with redundancy
mechanism, one of redundant equipment is faulty. All services keep
running. It is seamless to service. Hence IT staff must exam carefully in
his/ her daily check list, maybe it could be found at that day. The same
check is executed on a proactive management system. The alerting
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message would be sent out the related staff in time. No lag issue exists
In a proactive management system.

2 Architecture review

In general we talk about network management. It would follow up
ISO network management architecture. Of course its management
models are flexible, not full sets of all models. It depends on your needs
to add the model you need.

2.1 Management system architecture review

Fault management [23] [24] [25] is one of the ISO
management models. The ability of the fault management is to
detect, isolate, notify, correct faults encountered in managed
devices. Figure 2-1 shows a reference architecture that should be
the minimal solution for managing a data network.

Network
management Backup server

== 5ystem

Performance
data

LANANAN
Network

Syslog server

Performance
platform

Figure 2-1 Data network management architecture

Fault management is perhaps the most widely implemented
component of the ISO network management elements, since network
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device faults may cause downtime of the network or unacceptable
network degradation. One NMS can be deployed in enterprise network
or campus network. Then, the NMS could receive and process events
from network elements in the managed network. Meanwhile, events
from servers and the other critical resources are forwarded to the NMS
platform for processing. Usually, the NMS platform includes the
following processing functions and Figure 2-2 [2] [25] depicts these
daemons’ relationship.

Network discovery processing

Topology mapping processing

Event handler processing

Performance data collecting and a graphical processing
Management data browser

trapd Master
- i daemon

topologyd

A 4
Snmpcollect actiond netmon

© Application foreground process

Database
Background process

Figure 2-2 Daemon relationship

The management platforms monitor the status of managed
devices through browser interface. The key issue of the
network management is the ability to detect problems quickly.
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Therefore, how fast to poll a managed device is needed to be
determined. Moreover, to ensure various alerts from managed
devices are interpreted correctly by the NMS platform based on
the MIB file is important. These MIB files can be downloaded
from managed devices provider web site.

The target of fault management is to detect, isolate, notify,
and correct faults encountered in the network. Managed devices
are capable of issuing alerting messages when a fault occurs on
the systems. An effective fault management system consists of
several subsystems. Fault detection is accomplished through
below when the devices send SNMP trap messages, SNMP polled
messages, remote monitoring (RMON) thresholds, and syslog
messages. A management system would alert network
administrator when a fault occurs and hence corresponding
troubleshooting actions can be taken.

Traps are used to indicate devices status. Hence, traps must
be enabled consistently on managed devices. It is important to check
and update the configuration file to ensure the proper decoding of traps.
Table 2-1 [13] [31] lists used CISCO-STACK—-MIB traps that are
supported as displayed in description example.

Table 2-1 CISCO-STACK-MIB traps

traps

description

moduleUp

The agent entity has detected that the
moduleStatus object in this MIB has transitioned
to the ok (2) state for one of its modules.

moduleDown

The agent entity has detected that the
moduleStatus object in this MIB has transitioned
out of the ok (2) state for one of its modules

chassisAlarmOn

The agent entity has detected that the
chassisTempAlarm, chassisMinorAlarm, or
chassisMajorAlarm object in this MIB has
transitioned to the on (2) state.

A chassisMajorAlarm indicates
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that one of the following conditions exists:

B Any voltage failure

B Simultaneous temperature and fan failure
B One hundred percent power supply failure
(two out of two or one out of one)

B Electrically erasable programmable
read-only memo (EEPROM) failure

B Nonvolatile RAM (NVRAM) failure -

B MCP communication failure

B NMP status unknown

A chassisMinorAlarm indicates that one of the
following conditions exists:

B Temperature alarm

Fan failure

Partial power supply failure

Two power supplies of incompatible type

chassisAlarmOff | The agent entity has detected that the
chassisTempAlarm, chassisMinorAlarm, or
chassisMajorAlarm object in this MIB has
transitioned to the off (1) state.

According to Table 2-1, administrator staffs determine which
corresponding trap MIB must be loaded into management system for
managed devices. Restated, to look up the related information on
provider website is required. For example, if network administrator
wants to monitor HP-UNIX servers on a management system, who
must have a private HP-UNIX MIB provided by HP. The HP-UNIX
MIB contains important information about the users, jobs, file
system, memory, and processes of a system. Then, network
administrator could set a threshold for a trap of how busy the
managed system is on a management system. Furthermore, the
management system can alert message to the management staffs
when the trap value beaches the setting threshold for managed
devices.
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2.2 Requirements for effective management system

The ultimate goal of the proposed integrated management system
Is to provide the accurately discovering and fault correction. Its benefit
Is to reduce the effort in troubleshooting and management. According
to experiences, an effective management system requires a synergy and
flexibility among customization, integration and scalability [1] [2] [25]
[26].

2.2.1 Customization

Communication networks of a corporation can be viewed as
operating strategic tools used to gain advantage over competitors. The
network services must be able to adapt to new requirements and
accommodate new applications. Similarly, public service providers
must strive to offer a high quality service to their customer and it is
basic to meet their service level agreement with their clients.

Although it could offer an excellent infrastructure, one service in
their infrastructural platforms is out of service, avoiding human error in
monitor mechanism and save time in troubleshooting time, it is a
necessary management mechanism. Therefore, management system is
allowed to be tailored on what kind of service is needed to be
monitored in gaining more efficient response. Hence, it is the best
management tools to be easy to adapt to custom-made depending on the
real environment.

2.2.2 Integration

A management system is used on managing network devices in
common situation. However, system servers starting up SNMP daemon
and equipments embedded SNMP agent are able to be integrated into
one management system. Meanwhile, appropriate MIB files from
device provider are loaded into a management system. Accordingly,
staff member can monitor all equipments through a common and
unified application platform. Meanwhile, a collective procedure in fault
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management for a variety of systems and equipments can be used.
Therefore, the predefined action related to any fault occurred could be
applied to reduce operator error. Moreover, the proposed management
system is able to combine alert system with email system or voice
system to be a more proactive way in notifying staff member and hence
reducing troubleshooting time. Restated, an integrated management
system can greatly promotes management efficiency.

Furthermore, the ability of consolidating data from diverse
equipments allows to develop a specific application such as
performance analysis, data flow volume monitoring. Valuable
information through designed application interface can be provided.

Meantime it could propagate the related message into mail system
or voice system in time according to information severity received by
management system. These messages are filtered to meet the back end
equipment, let alarm system be triggered in time.

2.2.3 Scalability

The use of Local Area Networks (LANs) to meet corporate
communication needs is growing up at a rapid pace. A large number of
these LANs are glued together into Wide Area Networks (WANS)
using high speed backbone networks, bridging and routing technology.
WAN may span geographical areas in scope and use facilities and
services provided in many different countries. The requirements on
management system increase as networks grow. Therefore, a
management system must be able to support a different architecture to
work on different scenario environments. Restated, a management
system can be applied to either centralized management or distributed
management.

2.3 Factor impact management scale
We already know the traps that are defined by SNMP are initiated
by managed devices. Its sending frequency is seldom and few. The

chance is only device with setting trap function out of service. But
management system is actively gathers managed devices through
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polling method. Furthermore, if polling is only done to managed device,
the management system could not be alerted the status change on
managed devices in time.

Hence polling mechanism would be deployed. The polling policy
IS needed for the frequency with which polling is done by the
management system. The issue is related to the scope of the network
and there the number of agents that could be effectively managed by
the management system. There is no standard, just a guideline here,
because performance will depend on the processor speed of the
management system, right traffic volume on network interface, the
congestion level in your managed network and others. However, we
can do is to gather from the simple formula that gives some idea of the
scale of what is possible.

To simplify the issue, let us suppose management system could
handle one agent at a time. That is, when the management system polls
an agent, it must wait for the response of agent. Then it continues next
polling to the other agent. Based on the simplified scenario, we can
determine the maximum number of agents that management system
engaged in full-time can handle the polling. The following equation
would be stated in the desired polling time, SNMP servers could handle
the number of agents:

T
e A Y o IN = —
EF FATRTR N

Where
N = number of agents
T = desired polling interval
A = average time required to perform a single poll

One popular example to explain the polling issue is as follows.
The example is provided in Ben-Artzi, Candna, and Warrier (1990) [32].
The example consists of a single local area network, where each
managed device is polled every 15 minutes (typically used today).
Assuming processing times on the order of 50 ms and a network delay
of about 1 ms ( packet size of 1,000 bytes, no significant network
congestion), then A is approximately 0.202 sec. Then we could get the
approximate number of agents.
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Therefore under the assumption, one SNMP server could
handle a maximum of 4,500 devices in local network
environment. If a WAN environment will be covered in
management domain, its network latency is worse than local
network. The device quantity will be reduced. However, a
distributed architecture can be deployed to overcome the issue.

There are some limitations on SNMP except polling issue.
The following address these limitations of SNMP;

B [t runs UDP protocol, there is no acknowledged mechanism.

M It is a not good way to retrieve large volumes of data
information. But it is a suited way to query the status of
managed devices.

B SNMP MIB is not already resident on management system. It
would impact the accurate message decoded.

Based on the understanding, what scale it would be
managed and what field it could be used the implementation is
easy to plan. Next section would address polling issue more
detailed.

2.4 Applied to polling method

Last section it already addresses that polling interval would
affect management scale. In general management system would
take SNMP polling [6] [29] [31] to managed devices on its
management domain. It uses an SNMP poller that is synchronous
and multithreaded. The SNMP poller uses 10 synchronous
polling threads default. The SNMP poller supports the following
SNMP versions:

* SNMP V1
* SNMP V2C
* SNMP V3 (security only, no data encryption)

On management system it would define which MIB of
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managed agent would be polled periodical interval, hence only
those MIB variables needed for analysis are polled. Due to
SNMP polling is a synchronous mechanism. If one device is no
response to the polling, it would let polling throughput down. To
overcome the drawback, it could adopt ICMP. The ICMP poller
Is asynchronous and does not slow down, even in the event of a
managed device.

2.5 Access mechanism in SNMP

In SNMP, it takes set, get, trap three commands to exchange
or change information with management system. But what way is
used on access control each other. SNMP is defined in RFC 1157
that provides only a limited capability for access security. It
adopts the concept of community.

A SNMP community is a relationship between a SNMP
manager and a SNMP agent that defines access-control,
authentication. They must be defined at SNMP agent. Hence the
community name is unique in management domain. The same
name may be used by different agents. The management system
communicates with managed agent with the same community
name defined at the agent. The community name could be used
to trigger the authentication procedure. But more secure
authentication mechanism will be covered in SNMP v3.

By defining more one community name at local agent, then
agent can provide different categories of MIB access privilege to
management system. The access control has two categories.
Table 2-2 shows the relationship between MIB access category
and SNMP access mode [6] [25] [31].

30



Table 2-2 MIB Access Category

MIB Access SNMP Access mode
Category Read-only Read-Write
Read-only get and trap get and trap
Read-Write | get and trap get, set and trap

Write-only | get and trap, the value is | get, set and trap, the value
implementation-specific | is
implementation-specific
for get and trap only

Not unavailable Unavailable
accessible

Hence a community profile is related with each community
defined by an agent, it takes the combination of SNMP
community and an SNMP community profile to achieve access
control mechanism. Restate it again, the community names
defined at agent and assign the different access privilege through
different name. At meantime management system must be aware
of these community names.

2.6 Integrating with the other application

In real environment, we must think more to create a full set
of monitor mechanism in management domain. It is a complex
task. A management system is built up in management domain,
how to outcome the event or message into action item. Hence
predefined SOP will be helpful to do recovering action during
event coming. The following application will be linked to a
management system [2] [25] [26].

B Log server:

As we know SNMP protocol operates on UDP which is
a connectionless. It is just to make sure all events will
be handled later. The log server will provide a platform
to trace what kind of error encountered.

B Mail alerting function:

The message from the managed device is needed to
tailor and direct the filtered message into mail receiver
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predefined in configuration file.
B \oice alarm system:
The fault severity is high, it needs a quickly response.
It could through alarm system to call pager or phone
system to deliver a key message. It could let system
operator notify what managed device is out of service.
Based on the infrastructure, it is better to build up
redundancy system in management system in management
domain.

3 Implementation

3.1 Prepare MIB files

Before launching the installation, it should understand what
devices will be monitored through management system and their MIB
files are downloaded or not. And we must consider which MIB files are
Important to your monitor mechanism. At meantime you must
understand these managed devices supporting trap operation or not. If it
could, you could enable the trap function in the same.

How to get the related MIB files from vendor’s corporate URL is
a key issue. For example, one system operator wants to monitor the
performance of the Cisco router. He/She must download the following
MIB files into management system; The following MIB files let system
operator to understand the network traffic trends and plan the capacity
of the network.

B cpmCPUTotal5secRev (.1.3.6.1.4.1.9.9.109.1.1.1.1.6): The
overall CPU busy percentage in the last five seconds period.

B cpmCPUTotallminRev (.1.3.6.1.4.1.9.9.109.1.1.1.1.7):
The overall CPU busy percentage in the last one minute
period.

B cpmCPUTotal5minRev (.1.3.6.1.4.1.9.9.109.1.1.1.1.8):

The overall CPU busy percentage in the last five
minutes period.
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3.2 Start SNMP daemon at managed agents

We already decide which devices are monitored by management
system. Hence the SNMP agent of managed devices will be checked. It
IS needed to startup its agent. Almost devices are not started up SNMP
agent service in default. You must enable or modify its SNMP
configuration file, then restart it. Examples are referred as below.

A. Setting in Cisco router or Cisco switch

Here we would take one Cisco 6509 example [21] [31]. The
following are issued the related commands under configuration mode.
It is sure that there is a little difference between different 10S versions
and different product models.

snmp-server community test123 RO

snmp-server host 10.10.10.1 test123

snmp-server ifindex persist

snmp-server trap-source Vlan12

snmp-server enable traps snmp authentication warmstart linkdown linkup
coldstart

snmp-server enable traps chassis

snmp-server enable traps module

snmp-server enable traps casa

snmp-server enable traps vtp

snmp-server enable traps vlancreate

snmp-server enable traps vlandelete

snmp-server enable traps slb real virtual csrp

snmp-server enable traps hsrp

snmp-server enable traps config

snmp-server enable traps entity

snmp-server enable traps fru-ctrl

snmp-server enable traps c6kxbar swbus

snmp-server enable traps envmon fan shutdown supply temperature status

snmp-server enable traps bridge

snmp-server enable traps stpx

snmp-server enable traps flash insertion removal

snmp-server enable traps bgp
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snmp-server enable traps rsvp
snmp-server enable traps frame-relay
snmp-server enable traps rtr

B. Setting in Window based OS
How to Configure SNMP Agent Information is from Microsoft
Web site. To configure SNMP agent information [33] [34]:

1. Click Start, point to Control Panel, point to Administrative Tools,
and then click Computer Management.

2. In the console tree, expand Services and Applications, and then
click Services.

3. Inthe right pane, double-click SNMP Service.

&

Click the Agent tab.

5. Type the name of the user or administrator of the computer in the
Contact box, and then type the physical location of the computer or
contact in the Location box.

These comments are treated as text and are optional.

6. Under Service, click to select the check boxes next to the services

that are provided by your computer. Service options are:

B Physical: Specifies whether the computer manages physical
devices, such as a hard disk partition.

B Applications: Specifies whether the computer uses any
programs that send data by using TCP/IP.

B Datalink and subnetwork: Specifies whether this computer
manages a TCP/IP subnetwork or datalink, such as a bridge.

B Internet: Specifies whether this computer acts as an IP
gateway (router).

B End-to-end: Specifies whether this computer acts as an IP
host.

7. Click OK.

C. Setting in HP-UNIX
How to Configure SNMP Agent Information is from HP Web site.
To configure SNMP agent information for HP UNIX environment [1]:

1. To edit the snmpd.conf file under /etc/SnmpAgent.d
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directory. The following configurable values are in the
snmpd.conf file;
B get-community-name

It is to specify community name for the agent. The
agent responds to SNMP GetRequests with this community
name. It is allowed to configure the agent to respond to
more than one get community name. If a community name is
not entered, the agent does not respond to SNMP
GetRequests.

B set-community-name

It is to specify community name for the agent. The
agent responds to the SNMP SetRequests and SNMP
GetRequests with this community name. It is allowed to
configure the agent to respond to more than one set
community name. If a set community name is not entered,
the agent will not respond to SetRequests.

M trap-dest

It is to specify a system where traps are sent. This
system is usually the IP address of the management
system.
B [ocation

It is to specify the physical location of the managed
agent.

B contact

It is to specify the person responsible for this managed
agent and information on how to contact this person.

2. Start SNMP daemon again

D. Setting in Brocade SAN switch
First logged into administrator account, SNMP setup would be
completed through the snmpconfig command or web tools. The
following parameters would be provided and discussed [35];

1. SNMP V1 configuration parameters
The parameter will be covered community name and the IP
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address of the trap recipient.

Trap recipient severity level

The trap is linking with the event’s severity level. There are six
severity level supported here.

SNMP V3 configuration parameters

Two user roles supported respectively to snmpadmin and
snmpuser. The snmpadmin user provides read-write access and
the snmpuser user provides read-only access.
AccessControl configuration parameters

The function is like ACL of router. It is provide an access
mechanism to restrict SNMP set/get/trap operations.

The Figure 3-1 is through web tools to enable SNMP. You could

finish the setting easily, then moving to the modified column and
change the related field in SNMP tab.

HES
Show Basic Made
Swtchhlame: sansyl Dortaini: 1 VAN 10:00: 00051656 2ct 19 Fri Apr 16 2010 06:59:35 GMT+00:00)
——
Switch  Metwork | Firmware Downioad  License  User -SNMP Configure  Routing  Extended Fabric ”AAA Service  Trace | FICON CUP r Security Policies
SHMP Intormation EnableDisable Authertication Trap 3
Contact Name ‘F\e\d Suppart. ‘
Descrigtion ‘F\bre Channel Switch, ‘ [v] Enable Authertication Trap
Lacation ‘Tamhung ‘
SHMPY3 Trap Recipiert
tems: B kem Selected: 1 Export [ Copy £ Search
Lzer Name Recipient [P Port Murber Trap Level |
snmpacin? - RV ¥ 4041200 162 1 - Critical > ”T
snmpusert - RO ¥ 0000 162 0-Mone hd n
snmpuser! - RO ¥ o000 162 0-None hd \:

SHMPy! Community Trap Reciient
ltems: & kem Selected 1

ot Copy Fh Search
Communtty String | Recipiert | Part hiumber | Access Control |

Trap Level |
et 23 101.1.200 162 Read Wite: 1 - Critical v F
OrigEquiphttr 0000 162 Read Wit 0-Mone i
Tnpot the velated information into the colum yau want to change ||
private 0000 162 Read Wit 0- None vy
Access Cantrol List ®

tems: B kem Selected: 1

Export [ Copy £ Search
Access Host Access Cortrol List

0.1.1.200

|
Read Wis ‘ v -

Bpnly Close | Refresh

F

igure 3-1 Enable SNMP through Web for SAN switch

E. Setting in APC UPS

There is an example of AP 961X card network management card
installed APC UPS [36].

Assign IP address to this management card first
From browser the IP address with administrator account
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3:  To choose network>SNMPv1>options under administration
M access
To enable SNMP v1 access as a method of communication with
the device.
M access control
To provide the following answer for this access control
€ NMS IP address
4 community name
€  access type: read, read/write
4:  Or to choose network>SNMPv3>options under administration
M access
To enable SNMP v1 access as a method of communication with
the device.
M user profile
To define user profiles to comply with security needs.

M access control
To provide the following answer for this access control
€ NMS IP address
4 community name
€  access type: read, read/write

5:  To choose SNMP trap through Notification>Event Action>options
under administration
B To add trap receiver
B To run under SNMP v3, please choose user profile for this
setting.

3.3 Notification operation

As the managed device encounters problem or abnormal status,
what information will be sent to the related staff in time through
predefined threshold on management system or enable on managed
agent? Let the message become a meaningful input to management
staff is necessary. Hence, the message flowed out agent will be filtered
and then notification message is neat and clear to explain what problem
encountered on managed device. Table 3-1 [2] [25] [27] [36] will
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depict which item on managed device will be monitored and trigger
alarm mechanism reaching the threshold value on predefined on
management system. Then Table 3-2 [13] [31] depicts what OID on
managed device supports trap function and action taken by alert.pl file.
There are so many managed devices supporting trap function. Here is
only to take some examples. Trap function of managed devices do not
enable on default, they must be referred to administration guide of
managed device to get more detailed information.

Table 3-1 Monitor item and threshold predefined

Item name Interval | threshold | Rearm Used on
1200 =20 =15 Monitor CPU
CiscoCpmCPUTota utilization on network
I15min %
Disk usage rate% 1800 <70 =60 Monitor disk usage
Free Memory usage | 900 =30 =40 Monitor memory free
rate% status
cpgHoCpuUtilThirt | 900 =50 Monitor CPU
: > 60 A
yMin% utilization on server
Table 3-2 List which OID supports trap feature
Event Name OID Alarm catalog Action

Cisco_Link_Down

.1.3.6.1.6.3.1.1.5.3.
1.3.6.1.4.1.9

Interface Link Trap

Alarms

alert.pl $N $r $1

Cisco_Link_Up

.1.3.6.1.6.3.1.1.5.4.
1.3.6.1.4.1.9

Interface Link Trap

Alarms

alert.pl $N $r $1

chassisAlarmOn

.1.3.6.1.4.1.9.5.0.5

Status Alarms

alert.pl $N $r "The trap signifies
that the agent entity has detected

the chassisAlarmOn."
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Event Name

OID

Alarm catalog

Action

chassisAlarmOff

.1.3.6.1.4.1.9.5.0.6

Status Alarms

alert.pl $N $r "The chassisAlarm

status is back to normal."

ciscoEnvMonTemperatureN

ification

.1.3.6.1.4.1.9.9.13.3
.0.3

Status Alarms

alert.pl $N $r "Temperature is $2

Celsius Degrees and Status is $3"

ciscoEnvMonFanNotificati

.1.3.6.1.4.1.9.9.13.3
.0.4

Status Alarms

alert.pl $N $r "FAN Status is $2"

ciscoEnvMonRedundantSu

yNotification

.1.3.6.1.4.1.9.9.13.3
.0.5

Status Alarms

alert.pl $N $r "The redundant

power supply fails."

stpxInconsistencyUpdate

.1.3.6.1.4.1.9.9.82.2
0.1

Status Alarms

alert.pl $N $r "A Update
notification is sent by spanning

tree. ($1)"

stpxRootInconsistencyUpd

.1.3.6.1.4.1.9.9.82.2
.0.2

Status Alarms

alert.pl $N $r "Spanning tree
detect a loop topology.($1,$2)"

stpxLooplnconsistencyUpd

.1.3.6.1.4.1.9.9.82.2
.0.3

Status Alarms

alert.pl $N $r "An
loop-inconsistency of spanning

tree disappears. ($1, $2)"

.1.3.6.1.4.1.9.9.87.2

alert.pl $N $r "The broadcastStorm

c2900BroadcastStorm Status Alarms
.0.2 notification is generated.($1)"
.1.3.6.1.4.1.9.9.106. alert.pl $N $r "HSRP Status
cHsrpStateChange Status Alarms
2.0.1 Change, $1"
alert.pl $N $r

cefcModuleStatusChange

.1.3.6.1.4.1.9.9.117.
2.0.1

Cisco Default Trap

"cefcModuleStatusChange:
$1,$2"

cefcPowerStatusChange

.1.3.6.1.4.1.9.9.117.
2.0.2

Status Alarms

alert.pl $N $r "Operational FRU
Power Status is $1 and
Administratively desired FRU

Power Status is $2"

communicationLost

.1.3.6.1.4.1.318.0.1

APC UPS Alarms

alert.pl $N $r "Communication lost

between the agent and the UPS."
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Event Name

OID

Alarm catalog

Action

upsOverload

.1.3.6.1.4.1.318.0.2

APC UPS Alarms

alert.pl $N $r "The UPS has sensed
a load greater than 100 percent of

its rated capacity.”

upsDiagnosticsFailed

.1.3.6.1.4.1.318.0.3

APC UPS Alarms

alert.pl $N $r "The UPS has failed

its internal selftest.”

upsDischarged

.1.3.6.1.4.1.318.0.4

APC UPS Alarms

alert.pl $N $r "The UPS batteries

are discharged."

upsOnBattery .1.3.6.1.4.1.318.0.5 | APC UPS Alarms alert.pl $N $r "$1"
smartBoostOn .1.3.6.1.4.1.318.0.6 | APC UPS Alarms | alert.pl $N $r "$1"
lowBattery .1.3.6.1.4.1.318.0.7 | APC UPS Alarms alert.pl $N $r "$1"

alert.pl $N $r "Returned from
powerRestored .1.3.6.1.4.1.318.0.9 | APC UPS Alarms battery backup power; utility

power restored."

upsBatteryNeedsReplacems

.1.3.6.1.4.1.318.0.17

APC UPS Alarms

alert.pl $N $r "$1"

hardwareFailureBypass

.1.3.6.1.4.1.318.0.20

APC UPS Alarms

alert.pl $N $r "The UPS is on

bypass due to an internal fault."”

softwareBypass

.1.3.6.1.4.1.318.0.21

APC UPS Alarms

alert.pl $N $r "UPS put on bypass
by user via software or front UPS

panel."

switchedBypass

.1.3.6.1.4.1.318.0.22

APC UPS Alarms

alert.pl $N $r "UPS put on bypass

by user."”

returnFromBypass

.1.3.6.1.4.1.318.0.23

APC UPS Alarms

alert.pl $N $r "The UPS has

returned from bypass mode."

bypassPowerSupplyFailure

.1.3.6.1.4.1.318.0.24

APC UPS Alarms

alert.pl $N $r "The base module
bypass power supply needs

repair.”

smartAvrReducing

.1.3.6.1.4.1.318.0.31

APC UPS Alarms

alert.pl $N $r "$1"
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Event Name OID Alarm catalog Action
smartBoostOff .1.3.6.1.4.1.318.0.34| APC UPS Alarms | alert.pl $N $r "$1"
smartAvrReducingOff .1.3.6.1.4.1.318.0.35| APC UPS Alarms alert.pl $N $r "$1"
temperatureThresholdViola

.1.3.6.1.4.1.318.0.59| APC UPS Alarms alert.pl $N $r "$1"
nl
temperatureThresholdViola

.1.3.6.1.4.1.318.0.60| APC UPS Alarms alert.pl $N $r "$1"
nClearedl
temperatureThresholdViolal

.1.3.6.1.4.1.318.0.63| APC UPS Alarms alert.pl $N $r "$1"
n2
temperatureThresholdViolal

.1.3.6.1.4.1.318.0.64| APC UPS Alarms alert.pl $N $r "$1"
nCleared?2

alert.pl $N $r "The Automatic

atsSourceSwitched

.1.3.6.1.4.1.318.0.12
6

APC UPS Alarms

Transfer Switch has switched

source."

atsPowerSupplyFailure

.1.3.6.1.4.1.318.0.13

APC UPS Alarms

alert.pl $N $r "The Automatic

Transfer Switch Power Supply

4
has failed."
.1.3.6.1.4.1.318.0.33 alert.pl $N $r "Cooling fan
XxPDUCoolingFanAlarm APC UPS Alarms
6 failure."”
.1.3.6.1.4.1.318.0.33 alert.pl $N $r "Transformer temp
XPDUTransformerTempAla APC UPS Alarms
8 alarm.”
.1.3.6.1.4.1.318.0.35
upsinternalOverTemperatur APC UPS Alarms | alert.pl $N $r "$1"
3
upsinternalOverTemperatun.1.3.6.1.4.1.318.0.35
APC UPS Alarms | alert.pl $N $r "$1"
Cleared 4
.1.3.6.1.4.1.318.0.50
upslinverterOverTemperatu APC UPS Alarms | alert.pl $N $r "$1"
4
upsinverterOverTemperatuy.1.3.6.1.4.1.318.0.50
APC UPS Alarms alert.pl $N $r "$1"

Cleared

5

upsBypassRelayFault

.1.3.6.1.4.1.318.0.62
2

APC UPS Alarms

alert.pl $N $r "A bypass relay (or

its driver) has a fault.”

SNMP_Link_Down_SSLVH

.1.3.6.1.6.3.1.1.5.3

SSLVPN

alert.pl $N $r $1

41




Event Name OID Alarm catalog Action

SNMP_Link_Up_SSLVPN |.1.3.6.1.6.3.1.1.5.4 | SSLVPN alert.pl $N $r $1

About action item with options parameter, it will depend on a
managed device what message will be sent out. Please refer to
appendix A as one Perl template file. There are options parameters used
in action task, please refer to appendix B.

4 Function verification

Now that we’ve looked at definitions, it’s easier to see how SNMP
operates in a network. In its simplest form, an SNMP agent is loaded on
a host with the appropriate MIB components. MIB components include
the SNMP MIB, and may include RMON extensions, private MIB
extensions, or a combination.

In this study it would be helpful to monitor production
devices in time and to get an alert message when managed
devices encountered fault. The evident message would assist in
troubleshooting. Here we would set up one test environment to
verify the monitor mechanism. Due to budget issue, it could not
verify possible managed device discussed in this paper. The test
environment is quite simple. We still believe their operation
theory is similar. Hence it works in this test. The result would be
proved in the possible managed devices. Below are we would
verify parts;

B monitor status of managed devices

B monitor threshold of managed devices

B Build up network map

B alarm through mail mechanism

In this study it would be adopted Cacti system as test
framework. It is a quite popular monitor system. It could be
executed on Linux OS. The monitor mechanism is similar with
HP OpenView network node manager. The test is focus on
operation theory proven, not additional customization.
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4.1 About setting on Cacti

The following paragraphs describe the related setting on
Cacti monitor system. Initially it starts setting tab from Web
login to set the related settings we want to.

4.1.1 Configuration set up

This figure 4-1 depicts how to setup in Cacti from web interface
under configuration field to choose setting menu.

Mac Authorizations

Data Queries
Data Input Methods

Graph Templates
Host Templates
Data Templates
Threshold Templates
Color Templates
Discovery Templates
Report Templates

Import Templates
Export Templates

Choose setting , click the tab to setting main menu
Plugin Management

WML Settings

System Utilities

User Management

MNetwork Tools

Updates

Host Info

Router Configs

Logout User

Figure 4-1 Cacti function tabs

In setting function, the page displays for every setting Cacti
could support. Every tree is for different function and feature
supporting. Here is an example to set up an alert system through
mail, then respectively to define Alerting/Threshold, Mail/DNS,
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and Misc. three trees. Please refer to Figure 4-2. More detailed
procedures are in Figures 4-3, 4-4 and 4-5.About the related
fields in every setting; please refer to Cacti Web to get the
information.

Console - Cacti Settings

Logged in as at

Mew Graphs
Graph Management
Graph Trees

Data Sources
Devices
Threshalds
Weathermaps
Report:
Canfigurations
Device Tracking
Management
Sites

Devices

Device Types
Wendar Macs
Tracking Utilities
Tracking Tools
Mac Watch

Iac Authorizations
Data Queries

Data Input Methods
Graph Templates
Host Templates
Data Templates

Threshald
Templates

Color Templates

Discovery
Templates

Report Templates
Import Templates
Export Templates

Configuration
Se

Plugin Management
WHMI Settings
ties

System Utilities
User Management

Figure 4-

Mail / DNS

|General| Paths | Paoller H Graph Export H Visual H Authentication
Cacti Settings (General)

alerting/Thold || Boost | Device Tracking

Event Logging

Log File Destination
How will Cacti handle event logging.

Logfile Only

I web SNMP Messages
™ web RRD Graph Syntax
I Graph Export Messages

Web Events
What Carti website messages should be placed in the log.

Paller Specific Logging

Paller Log vel
What level of detail do you want sent to the log file. WARNING: Leaving in any other
status than NONE or LOW can exaust your disk space rapidly

[LOWY - Statistics and Emrors

™ Poller Statistics
I Paller Warnings
™ poller Errars

Required Tool Versions

SNMP Utility Yersion
The type of SMMP you havs installed, Required if you are using SNMP ¥2c or don't have [NET-SNMP 6%~

embedded SMNMP suppartin PHP.
RRDTool Utility Version ,ﬁ
The version of RROToal that you have installed. RROTool 1.2.x
SNMP Defaults
SNMP Yersion -
Default SMMP version far all new hosts, “ersion 1

[public

Poller Syslog/Eventlog Selection
If you are using the Syslog/Eventlog, What Cacti poller messages should be placed in
the Syslog/Eventlag

SNMP Community

Default SMMP read community for all new hosts.
SNMP Username (v3)

The SKMP v3 Username for polling hosts.

|mdministrator

SNMP Password (v3)
The SNMP v3 Password for polling hosts.

SNMP Auth Protocol (v3)

Choose the SNMPw3 suthorization Protocol.

SNMP Privacy Passphrase (v3)

Choose the SNMPY2 Privacy Passphrase.

SNMP Privacy Protocol (v3)

Choose the SNMPw3 Privacy Protocal.

SNMP Timeout

Default SMMP timeout in milli-seconds.

SNMP Port Number

Default UDP port to be used for SNMP Calls. Typically 161
SNMP Retries

The number times the SNMP poller will atternpt to reach the hast befare failing

Other Defaults
Reindex Method for Data Queries Uptime Gass Dackwards ~

The default reindex method to use for all Data Queries.
™ Deletion Verification

MDS (defaul]) =

DES (dsfaul]) =

-

Deletion Verification

Prompt user before item dele

2 Set up function tabs

Alerting/Threshold setup
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Console > Cacti Settings

Logged in as ad

Mew Graphs

Graph Management
Graph Trees

Data Sources
Devices

Thresholds
Wweathermaps

Report:
Configurations

Management
Sites

Devices

Device Types
Wendor Macs
Tracking Utlities
Mac Watch

Mac Authorizations
Data Queries

Data Input Methods
Graph Templates
Host Templates
Data Templates

Threshald
Templates

Color Templates

Discovery
Templates

Report Templates
Import Templates
Export Templates
Settings

Plugin Management
WM Settings

Figure 4-

uf
System Utilities
User Management
Hetwork Tools
Updates

Host Info

Router Configs
Logout User

Figure 4-

| General | [Paths | | Poller | | Graph Export | | wisual || Authentication | [ alerting/Theld | | Boost || Mail  DNS | | Misc || Device Tracking |
Cacti Settings (A ing/Thold)

General

able all thresholds
Checking this box will disable alerting on all thresholds, This can be
used when it is necessary to perform maintenance on your
netuwork.
Base URL
Cacti base URL
Syslogging
These messages will be sent ta vour lacal syslog. If you would like
these sent to a remate box, you must setup your local syslog to do
so

™ Dpisable all threshalds

[httpe710.10.10.34

I” sSyslogging

[Warning _~
[Daeman -
[0

I” Log Threshold Breaches

Syslog Level

This is the priority level that your syslog messages will be sent as.
Syslog Facility

This is the fadility level that vour syslog messages will be sent as.
Thresholds per page

MNumber of thresholds to display per page

Log Threshold Breaches

Enable logging of all Threshald failures to the CactiLog

Log Threshold Changes

Enable lagaing of all Threshold changes ta the Cacti Log ™ Log Threshold Changes

Default Alerting Options

Dead Hosts Notifications

Enable Dead/Recovering host notification

Dead Host Notifications Email

This is the email address that the dead host notifications will be
sertto.

™ Dead Hosts Notifications

[s39517 028@ student. nout. edu.tw

Send alerts as text

If checked, this will cause all alerts to be sent as plain text emails
with no graph. The default is HTML emails with the graph
embedded in the email,

Weekend exemptions

If this is checked, thold will not run on weekends.

Default Trigger Count

Number of consecutiwe times the data source must be in breach of
the threshold for an alert to be raised

Re-Alerting

Repeat alert after specified number of cycles.

Alert Text Message

This is the message that will be displayed at the top of all
threshold alerts (255 Char Max), HTML is allowed, but will be
remaved for text only emails. There are several descriptors that
may be used.

<DESCRIPTIOMN> <HOSTMAME > <TIME> <URL> <GRARPHID:»
<CURREMTWALUE> <THRESHOLDNAME> <DSNAME> <SUBJECT>
<GRAPH>

Default Baseline Options

unt assignment

¥ send alerts as text

I wweekend exemptions

—
e

<html><body>An alert has been issued that regquires your attention.
<br><br><strong>Host</strong>: <DESCRIPTICH> (<HOSTNAME>) <br><strong>URL-
<URL><lr><strong>Message</strong>: <SUBJECT><hr><hr><GRAPH></body></html:

3 Alerting mail account setting

Baseline notifications

Enable sending alert for baseline notifications

Default Baseline Trigger Count

Number of consecutive times the data source must be in breach of
the calculated baseline threshold for an alert to be raised
Baseline reference in the past default

This is the default value used in creating thresholds or templates.
Baseline time range default

This is the default value used in creating threshaolds or templates.
Baseline deviation percentage

This is the default value used in creating thresholds or templates.
Emailing Options

From Email Address

This is the email address that the threshold will appear from,
From Mame B

This is the actual name that the threshold will appear from.

¥ Baseline notifications
&]
56400

10800
20

153961 7026@studert nout. e du.tw

L] .
OTTE rmalt account assignment
[Ceancer ][0

ES

4 Mail account setting for threshold

Mail/DNS setting



General ‘ | paths ‘ | poller ‘ | Graph Export ‘ | visual ‘ | authentication ‘ | alerting/Thold ‘ | Boost ‘ | Mail / DNS | | Misc ‘ | Device Tracking | | Reports
Cacti Settings (Mail f DNS)
Emailing Options Send a Test Email

Test Email The button is

This is a email account wsed for sending a test message to ensure everything is
to verify mail

‘539517025@sludem nout. edu.tw

E—

‘539517026@sludem ncut. edu.tw

working properly.

Mail Services

Wwhich mail service to use in order to send mail

From Email Address

This is the email address that the email will appear from.
From Name

This is the actual name that the email will appear from.
Word Wrap

This is how many characters will be allowed before a line in the email is automatically ‘120
word wrapped, (0 = Disabled)

Sendmail Options

Sendmail Path
This is the path to sendmail on your server. (Only used if Sendmail is selected as the ‘fusr.d‘shmfsendmaw
Mail Service) [OK: FILE FOUND]

SMTP Options

SMTP Hostname

This is the hosthiame/IP of the SMTP Server you will send the email to.
SMTP Port ‘25
This is the port on the SMTP Server that SMTP uses.

SMTP Username
This is the username to authenticate with when sending via SMTP. (Leave blank if you ‘
do not require authentication.)

SMTP Password
This is the password to authenticate with when sending via SMTP. (Leave blank if you
do not require authentication.) ‘

DNS Options

Primary DNS IP Address ‘
Enter the primary DNS IP Address to utilize for reverse lookups.

Secondary DNS IP Address ‘
Enter the secondary DNS IP Address to utilize for reverse lookups,

DNS Timeout ‘SDD
Please enter the DMS timeout in milliseconds. Cacti uses a PHP based DNS resolver.

Figure 4-5 Mail / DNS setting

‘freeangel

‘\ncalhnat

Herein, we verify mail function, Figure 4-6 is received mail
through mail test

t g v ErFE v =3 M HEH
e 03 - (P Thilimsticn - CPU1 [opa] is Hll sbove theshald of . Z000WS/18 T2F 06:17
1] o] Mail Delivery Subsystemn Waming: could mot send message for past 4 howrs 201045720 _F5F 01:20

£ fuemangel Cact Test Message 201517 T 05:58
T Z T

TEPEE: feconzel MPER: 39517025@ student neutedu fur
FEB: Cact Test Message

This iz a test message generated from Cacti. This message was sent to test the configuration of wour hail Settings.
Your email settings are currently set as follows

tdethod: SMTP

Host: localhost

Fort: 25
Authenication: false

The meszage was checked by ESET NOD32 Antivirs.

httpeifwww.eset.com

Figure 4-6 Mail function verification
B Miscellanies

Under Misc function tab, it is to define syslog events here, not
focus on configuration backup notification on routers in Figure 4-7.
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Syslog Events

Refresh Interval ‘SDD

This is the time in seconds before the page refreshes. (1 - 300)

Syslog Retention ‘EEI

This is the number of days to keep events. (0 - 365, 0 = unlimited)

From Email Address

This is the email address that syslog alerts will appear from. ‘aiBEﬂDQE@sIudenl neut edu. tw

From Display Name ‘SG
This is the display name that syslog alerts will appear from,

Plugin Updates

Update Scan Interval ’— -
The amount of time in between checking for Updates. Mever J
MNetwork Weathermap

Page style Thurmbnail Overwewj

How to display multiple maps.
Thumbnail Maximum Size
The maxirmurm width or height for thumbnails in thumbnail view, in pikels, Takes effect ‘ZED

after the next poller run.

Refresh Time

How often to refresh the page in Cycle mode. Autoratic makes all available maps fit Autormatic j
inta 5 minutes.

Output Format PMG (default) j

What format do you prefer for the generated map images and thumbnails?

Map Rendering Interval
How often do you want Weathermap to recalculate it's maps? You should not touch Evary Paller Cycle (defaul) j

this unless you know what you are doing! It is mainly needed for people with non-

standard polling setups.

Quiet Logging

By default, even in LOW level logging, Weathermap logs normal activity. This makes it | Quiet j
REALLY log only errors in LOW mode.

Router Configs

TFTP Server IP ‘
Must be an [P pointing to your Cacti server,

Backup Directory Path

The path to where your Configs will be backed up, it must be the path that the local ‘Narfrouler:anﬁgs

TFTP Server writes to. [OK: DIR FOUND]

Email Address

Email address to send the nightly backup email to. Commna deliminate any extra ‘539517026@51udem.ncu1 edu tw
email addresses,

From Address

Email address the nightly backup will be sent from, ‘539517026@5!udem.n:ut edu.tw
Retention Period ’7

The number of days to retain ald backups. 0

Figure 4-7 Miscellanies

4.1.2 Add on managed device to Cacti

The first step to creating graphs for your network is to add a
device for each managed devices that you want to create graphs for. A
managed device must specify important information such as the
network hostname, SNMP parameters, and host type. To manage
devices within Cacti, click on the Devices menu item. Then to Click
Add will generate a new device form. Description and Hostname are
the only two fields that require your input beyond the defaults. If the
type of managed device is defined under the host template dropdown,
be sure to select it here.

The steps are referred to Figures 4-8, 4-9 and 4-10.



Console

Create You are now logged into Cacti. You can follow these basic steps to get started.

Mew Graphs )
e Create devices for network

Management e Create graphs for your new devices
Graph Management e View your new graphs
Graph Trees

Data Sources

Thresholds  Choose devices menu to add on managed device
weathermaps

Report Configurations

Device Tracking
Management

Sites

Devices

Device Types
Wendor Macs
Tracking Utilities
Mac Watch

Mac Authorizations
Collection Methods
Data Queries

Data Input Methods

Figure 4-8 Add on managed device through Devices menu

Look up which device already would be included and it is
easy to understand managed device’s status in Figure 4-9. Then
through Add tab button, it is to add on device you want to
manage through Cacti.

Type: |Any j Status: |Any j Search: Rows per Page: |30 ﬂ

Add o managed device
<< Previous 5 1t0 13 of 13 [1] Next ==
Description* ¥ Graphs Data Sources Status Event Count  Hostname Current {ms) Average (ms) Availability
10.10.10.251(R-443) 10 & 7 Up a 10.10.10.251 199 2.97 100 o
140.128.72.1(SHO) 12 5 (i} Down 21 140.128.72.1 3.42 3.78 99.57 I
140.128.86.254 12 & 7 Down 21 140.128.86.254 342 4.34 99.62 I
140.128.87.132 4 2 2 Down 21 140.128.87.132 2.49 1.98 99.6 |
140.128.87.254 7 6 7 Down 21 140.128.87.254 345 4.43 99.57 I
140.128.88.254 6 8 21 Down 21 140.128.88.254 345 4.22 99.56 I
192.168.2.253(R-443) 11 5 i} Up a 192.168.2.253 175 2.49 100 o
Chin a8 4 4 Up o 10.10.10.49 05 0.92 59.1 |
csieserver 5 4 7 Down 21 140.128.87.131 2,22 1.66 99.58 I
Networkserver 1 7 -] Up o 10.10.10.2 0,32 0.54 100 u
SG 2 & i} Up a 10.10.10.1 0.5 0.59 99.99 o
SSR 14 2 2 Up a 10.10.10.254 131 1.29 99.91 I
TKT 2 6 &} Up o 10.10.10.2 108 0.83 99.2 I

<< Previous Showing Rows 1to 13 of 13 [1]

L Choose an action: |Delete j

Figure 4-9 Managed device status

To add on one managed device from add tab, then modify
which items will be monitored in Figure 4-10.
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$G (10,10.10.1)

SNMP Information *Create Graphs for this Host
System:Hardware: x56 Fawily 6 Model 1§ Stepping 11 AT/AT COMPATIELE - *Data Source List

Sofrmare: Tindows 2000 Version 5.1 (Fuild 200 Mulriprocessor Free) ¥ h

Uptime: 464152812 (56 days, 0 hours, 52 minutes) Graph List

Hostname: FREEANGEL

Location:

Contact:

Devices [e

General Host O

Description |SG
Give this host a meaningful description.

Hostname

Fully qualified hostname or IP address for this device, |1EI 10,101

Host Template

Choose what type of host, host template this is, The host template will govern what Windows 2000/%P Host j
kinds of data should be gathered from this type of host.
Disable Host

Check this box to disable all checks for this host.
Monitor Host

Check this box to monitor this host on the Monitar Tab,

I” Disable Host

W' mMonitor Host

Down Host Message
This is the message that will be displayed when this host is reported as down.

Availability fReachability Options

Downed Device Detection
The method Cacti will use to determine if 3 host is available for polling. SNMP j
NOTE: It s recommmended that, at a minimurn, SNME always be selected,

Ping Timeout Yalue

The timeout value to use for hast ICMP and UDP pinging. This host SNMP timeout 400

value applies far SNMP pings.

Ping Retry Count ,17
The number of times Cacti will attempt to ping a host before failing.

SNMP Options

SNMP Version [Versin2 =
Choose the SMMP version for this device, Version 2 J =
SNMP Community W
SHNMP read community for this device. P

SNMP Port ,1517
Enter the UDP part number to use for SNMP (default is 161).

SNMP Timeout
The maximumn nurmber of millisecands Cacti will wait for an SNMP response (does not 500
work with php-snmp support).

Maxzimum OID's Per Get Request ,mi
Specified the number of OID's that can be obtained in a single SNMP Get request.

Associated Graph Templates

Graph Template Name Status

1) Host MIB - Logged in Users Mot Being Graphed x
2) Host MIB - Processes 15 Being Graphed (Edit) x
Add Graph Template: | Cisco - 3000 - Sessions j
Associated Data Queries

Data Query Name Debugging Re-Index Method Status

1) SNMP - Get Mounted Partitions (werbose Query) Uptime Goes Backwards Success [6 Items, 2 Rows] oxX
2) SNMP - Get Processor Information (Werbose Query) Uptime Goes Backwards Success [4 Items, 4 Rows] ox
3) SNMP - Interface Statistics (werbose Query) Uptime Goes Backwards Success [14 Items, 2 Rows] oxX
4) Win Services (werbose Query) Uptime Goes Backwards Success [108 Items, 54 Rows] oxX
Add Data Query: \Kar\net - Wireless Bridge Statistics j Re-Index Method: |Uptime Goes Backwards j

Figure 4-10 Add on one managed device and its related setting

4.1.3 Create Weathermap

It’s useful for management staff to understand the traffic
volume between two managed devices. It could gather which
managed devices are necessary to display the traffic volume
currently and build up the map. Below are to create one
weathermap to meet management staffs need. First to choose
weathermaps menu from console is like Figure 4-11.
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Console -= Weathermap Mamnagerment

Creatse

Mew Sraphs

MMamnagermmient

Sraph Mamnagerment

Sraph Trees

Cata =ource=

Caewvices | click Weathermap menu
Thresholds  ___———1
vYweatiTermaps

FPeport Configurations

Figure 4-11 Creating Weathermap

Weathermaps

Config File Title Active  Sort Order Accessible By
CSIE Network Weathermap s 49 admin x

Recalculate All Maps NOW

(Experimental - You should NOT need to-use-this normal weatherman

Create a new

Local Documentation -- Weathermap Website -- Weathermap Editor -- This is version 0.95b

Figure 4-12 Creates a new weathermap

Below procedure is to assign a new weathermap and
create it.
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Welcome
Welcome to the PHP V

Create & Map:

med: [EEE

Ma

R
¢ timg map:

An Existing Ma

CSIE - (r
index.php -
simple.conf

Figure 4-13 Assigns a new map name

After creating a new configuration file of weathermap, it
could continue to add which nodes you want to join the map and
the link of node. Please refer to Figures 4-14 and 4-15
respectively to add node and add its link.
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Traffic Load | oot My

-
B 025

Node Properties

Pasition
Internal Name
Loel

Info URL
‘Hover' Graph
URL

Icon Filename [JENEEEEEIERNND] A

Networkserver

Add node and fiH\

in the related

information of
node

/

Figure 4-14 Adds a node
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Traffic Load

-0

B 10-252

[ es-anm . _

B <0-55¢ loxs o Add link and fill in the related
55-70%

70-85% m o information about the interface
[ - 1o0% gl

At Sauree At rolfrra/network:

Link Width pixels
Info URL fgraph php?ra_id=all&loce

Figure 4-15 Adds a link

In this section, we almost complete the settings for the test
environment. We would set some scenarios in test environment to
proof the result from Cacti management system.

4.2 Test result from Cacti monitor system

This section would focus on proof the result. At meantime we
would verify the test qualification from server or device side. Below
tasks would be completed in this test.

B monitor status of managed devices

B monitor threshold of managed devices
B build up network map

B alarm through mail mechanism

We would verify the tasks in this study. Every task would cover its scenario,
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purpose and test result. Restate our test background. Although it does not all
devices, its operation is similar. These results are still proofed and applied to daily
management.

4.2.1 Function test from Cacti management system

1:  The task is monitor status of managed devices
B Scenario:
The test is to monitor the status of managed device from
Cacti management system. At meantime we would shutdown
some managed devices, to observe what response is in
Cacti.

B Purpose:
The purpose is clear and simple. It could be applied to
daily management to managed device’s status change or not.

B Result:

The result we do From Cacti management system is able to
monitor status of managed device in short time. The Figure 4-15
depicts the status of managed device. From color change, it shows
which managed node is up or down.

Color of managed device stands for node
status, Red color stands for node down and red
number stands for how long node have been
down

Figure 4-15 Status of managed device

2: The task is to setup the threshold of managed device and build up
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an alert mechanism.
B Scenario:

The test is to verify the function of the threshold
mechanism and understand what method is used while
reaching the threshold. We also set its threshold to 5 every 5
minutes average for CPU 0n192.168.2.253(R-443) router.
Of course it would be defined its own threshold.

B Purpose

The purpose is to build up one mechanism to reach its
threshold on managed device. The mechanism is to join one alert
message sent to the related staff. Let the management system
become more proactive to fault handling.

B Result

The threshold on managed device reaches its setup value.
The alert mechanism would be triggered through mail sent
to the mail account. Below is the test result. Figure 4-16
depicts current CPU reached the threshold defined in
threshold setting of the device Figure 4-17 depicts the alert
message would be sent to the predefined mail account.
Figure 4-18 depicts to exam the mail content.
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Cansole -» Thresholds

Threshalds ‘ Hast Status ‘
Threshold Status

Template: | Cisco Router- 5 Minute CPUj Status: \Tr\ggeredj Raws: |30 j Search: ‘

Logged in a5 ad

threshold is 5

<< Pravious
o] 140.128.72.1(5HO) - 5 Minute CRU [Smin_cpu] 2 Hghllow 5§ Enahled
0] i 192.168,2.253(R-443) - 5 Minuite CPU [Smin_gpu] 19 High/low S Enabled
<« Previous 5 ) 202
Alarm Warning Notice 0k Disabled
Time; 0,03 seconds, User: 0.01 secands, System; 0 seconds, Swaps: 0 swaps,Pages: 0 pages /
Predefined

Figure 4-16 Displays Current CPU utilization on threshold tab

1oot@localkost-= [101x30]
R REE IR0 REMD EEO R

Figure 4-17 Displays one alert message to mail account
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o 1oot@localkost - [101x30]

threzhold of 5 with &

threzhold of 5 with &

Figure 4-18 Looks up mail content

3:  The task is to build up network map

B Scenario:

The test is to build up one map suit for your network topology.
The topology information will contain information we need in
management and troubleshooting assistance.

B Purpose

It is used on to get more information in management and assist
in troubleshooting. At meantime it could create one baseline to
traffic volume, CPU utilization, memory usage... etc. It is used to
plan to upgrade or add on device in the future.

B Result

From this test, it could understand the network topology, the
traffic volume between the managed nodes and the CPU
utilization of managed node. It means the information is valuable
to management and troubleshooting. Figure 4-19 shows the traffic
volume between node04080 and node09623. Figure 4-20 depicts
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the CPU utilization of this managed node

Figure 4-20 Displays CPU utilization from a managed node on map
4.2.2 Accuracy verification
In the section we would proof the data from Cacti management
system is accurate or not. It’s more accurate, it is more reliable in

management. Here is to explain why it verifies the accuracy in this item.
Any action would be launched before production. They must make sure
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it is right and accurate to the action. Especially in management, it is
used in 7X24 monitor mechanism. If it is any errant in management, it
would loss the reliability in daily operation. Any differentiated value is
not allowed in management sector. If the differentiation exists, it must
stop any alarm or alert to this item before why it is dipped out. Firstly it
could take a investigation in this MIB and the related setting on
management system to understand what wrong it is. It is a easy way to
query the MIB to issue “snmpwalk” command to get the current value.
Secondly it is to inquire the information of this MIB from the original
vendor. It is a fast way to get your answer fro the original vendor.
Thirdly this is an unsupported in measured value from MIB that it is
being monitored. Try to the other way to meet the requirement of
production. Of course it seldom occurs. In production environment, any
action must be verified to make sure it is accurate and reliable. It takes
the opportunity to emphasize the reliability in management.

Here is to take three comparisons on CPU utilization and memory
usage on router and CPU utilization on server. Below is its comparison.
Figure 4-21 and Figure 4-22 depict the comparison for CPU utilization
on router. Figures 4-23 and 4-24 depict the comparison for memory
usage on router. Figures 4-25 and 4-26 depict the comparison for CPU
utilization on server.

B comparison for CPU utilization on router
The CPU utilization of router_192 168 2 is 6 % every 5 minutes
average from “show process cpu” command. At the same its CPU

utilization from Cacti also display 6 % every 5 minutes average. Two
values from different ways to get are the same.
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Telnet 192 168 2 253

hrouter_192_168_ZHshow proc cpu
CPU utilization for five seconds: VP @:x; one minutes: Fiuve minutes:s B>
PID Runtime<ms> uSecs S5Eec AMin Process
a a a._8a@:x Chunk Manage:»
a a J a._ a8 Load TFieter
5] 5] 886 CEF RP IPC Backg
3L a._899:: Check heaps
198 4 8._8a@:x Pool Manager
a._8a8:: Timers
886 Het Input
a._8a:: Crash writer
a._8aa:x ARF Input
a._8a8:: CEF MIEB API
886 AaAR_SERVER_DEADT
a._898:: nAAR high—capacit
a._8aa:x Policy Manage»
a._8a8:: Entity MIB API
886 IFS fAgent Manage
a._898:: IPC Dynamic Cach
a._8aa:x IPC Zone Managex
a.668:: IPC FPeriodic Tim
886 IPC Managed Time
a._8a:: IPC Deferred Por
a._8aa:x IPC Seat Manager»
a.668:: IPC Session Serwv
886 Dynamic ARP Insp
a._898:: ARF Snoop
a._8aa:x Graphlt
8.88:x HML Froxy Client
886 Critical Bkgnd
a._898:: MHMet Backgr»round
a._8ae:: IDE Vork
8.88:x Logger
886 Background
a._8a:: Second Jobs
8._82:x minute Johbs
[ 8.88:x IF—MGR control p
s 886 IF—MGR event pro
i 3 a._898:: nggMgy» Process
Sd1124 a_868: Compute load auvg
i 8.88:x Transport FPort A
631 886 HC Counter» Timer
i O ._80:: EFFB172
SaYszoz2 a_868: DownllhenLooped
8.88:x HRFPC lpip r»egues
886 HLFIF Sync Proce
a._8a:: HULC ASF Process
a_868: Hule LED Alchemy
a.668:: HRPC asic—stats
886 HRPC hsm reguest
a._898:: Etack Mgy
218 a._8a:: Stack Mgr Hotifi
40436 1332814 a A 8.8 RedEarth Tx HMana
1a894ad8 18114258 886 RedEax»th Rx Mana
a 1715 a._8a:: HULC Thermal Pro
I4763IF 13625856 B_d14: Fifo Error Detec
5] 3 8.88:x Adjust Regions
12877 2529227 886 hrpc —» response
211 51139 a._898:: hy»pc —2> reguest
2158 Lo i e 1) 5 @ _ B8 hirpc < — response

Figure 4-21 CPU utilization of R-443
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Figure 4-22 CPU utilization of R-443 from Cacti

B comparison for processor memory usage on router
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From “show process memory” command, the used memory is
18430620 bit. From Cacti system it shows the memory usage is 18.43
Mbit currently (18.43*1000000=18430000). Two values from different
ways to get are quite close.

cn Telnet 192.168.2.253

router_ 192 168 Z#izshow proc mem

Processor Pool Total: 88051100 Used: 18430628 Free: 67620480
10 Pool Total: 83886088 Uszed: 3594748 Free: 47938608

Driver te Pool Total: 1848576 Used: 48 Free: 1848536

PID TTY Allocated Freed Holding Gethufs Rethufs Process
31932736 11819684 17586248 a A *Init*=*
13188 121946428 13188 a B *8ched=
16222372 19179812 579164 6978556 3583592 =Dead=
2988 2264 752 8 Chunk Manager
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Figure 4-23 Processor memory usage of R-443
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Figure 4-24 Process memory usage of R-443 from Cacti

B comparison for CPU utilization on server

The CPU utilization on network server is 25 % through top
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command. The CPU utilization of network server displays almost 25 %
on Cacti management system.

o 1oot@localkost:- [100x34]

PID [SER PR_NI VIRT RES SHR S %CPU %MEH TIME+ COMMAND
1 5 ] H.

Figure 4-25 CPU utilization of network server
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Figure 4-26 CPU utilization of network server from Cacti
From these tests and comparison, we know Cacti
management system almost could meet our setup goal. It could

be used on management system to assist daily operation. It’s able
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to reduce the burden of man power in management through
pre-defined rule.

4.3 Limitation on test environment

It is simple and clear in test environment. It’s just to prove the
operation is workable or not. In real environment, probes or multiple
management systems may be used in remote sites to limit WAN-based
SNMP communication. In typically probes would collect SNMP,
RMON and process the data collected. Remote management system
may also relay information to one or more centralized management
systems. It is also scalable on its architecture.

The other is a trap operation. Cacti management system runs well
in different management fields which include traffic monitor, CPU
utilization, topology discovery... etc. But it’s not good at trap handling.
In fact we focus on how to centrally manage in managed devices with
multi-platforms in this Lab.

5 Management system comparison

In this study, an integrated proactive management system is
provided to use a common management platform to manage any
devices, such as network equipments, application servers and
equipment with SNMP agent enabled. The purpose is to provide a
central management platform to easily access the related
message from fault devices or potential event on occurring on
managed devices. The IT staff does not inspect any log or
message to every device IT staff manages.

In early IT environment without management system, IT
staff must inspect any suspected device step by step through
his/her personally experience to dip out the root cause. Below
procedures are used to troubleshoot on server step by step;

1. To log into the suspected system by one experienced staff
2. To check logs or messages under the proper directory
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3:  Maybe it needs more resource to decode the error
message or the staff is not good at this parts.

4: Maybe it is not a root cause in this server impacted by
the device

5. Probably repeat these checking on the other device until
root cause found.

It could take much time in troubleshooting compared with
proactive management system. Here is to take a comparison
between smart human being and a proactive management system.
Detailed comparison shows on Table 5-1.

Table 5-1 Depiction of the advantage

Method

Proposed proactive

IT staff
management system

Measured item

Efficiency to  one | Fair, minutes per | Excellent, seconds
managed device target per target

Less than 5 minutes

M 3§ depends on time

Troubleshooting time !
minutes

resolution

After proof,
Accuracy Human error approach to 100%

accuracy

Around 50-100 More  than 200

Managed domain managed .
. managed devices
devices
Learned Follow up policy

Judgment credit

capacity rule

Therefore one integrated proactive management system
processes any events incoming from managed devices in one
common event handling. The event handling is served through
FIFO mechanism. It is easily understood event happened orderly
and the topology map exist in the management system. It is
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useful information to catch up the relationship each other in short
time.

In general it is hardly to find what wrong it is in redundancy
mechanism. To daily operation is no impact if backup mechanism
Is out of service. It must be through daily check to find these
problems. Management system would monitor the managed
device in time and get ready to process trap message from a fault
managed device. It could save time and recover human error to
managed devices.

With this proposed scheme, the fault identification and
hence the troubleshooting time can be greatly reduced. Table 5
displays the comparison among different management schemes.
In Table 5-1, the “v"” symbol indicates the benefit is to let IT
staff know faulty device through an alerting mechanism in time.
Meanwhile, the “x” symbol stands for the lags occurs in event
handling.

Table 5-2 Benefit in different management methodology

MS supported

Manage No NMS '2:1'5 '”tel\g/lg‘ted
devices

Device itself v v v
monitor

Managed « v

network device

Managed sever X X

Managed SAN « «

switch

Managed storage v (like itself « v
controller monitor)

Managed process v (like daemon

daemon - X v

checking)
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There are many equipments supporting SNMP agent used in IT
filed. It is a necessary to integrate into a management system to gain to
its benefit.

6 Conclusions and feature works

In this study, a proactive integrated management system is
suggested for fault management operation and effective
management system. The goal of this work is to greatly save
troubleshooting time and reduce man power in management.

6.1 Conclusions

According to the comparison among management systems,
the proposed scheme is a lightweight management system to
provide effective and efficient management on internet servers
and network devices. However, the deployed management system
has to be tailored to the dedicated communication environment.

The management system would incorporate alarm system or
mail system depending on event severity level to take the
appropriate action in time. It could save event troubleshooting
time and it could reduce production loss. From management view,
the management system would be a good sentry. It needs to
incorporate a powerful alarm utility to join into a proactive
management system. That’s a total solution to management
system.

In general the factor that is a single point failure in
management system would be considered. If the budget is
allowed, the redundancy of management system would be
implemented. The disaster site is a good place to locate the other
management system.

6.2 Feature works

Here is to restate alarm system deployed in management domain.
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It’s a critical factor to decide how fast the event message be sent to the
related IT staff. Then it could be a bi-direction mechanism. The
information delivered to IT staff will be reviewed in implement stage.
If the description message about the incoming event is not clear to IT
staff. It must be revised for the description in test stage. After all tests
in your plan pass, the management system would be launched to
production. The other is tracking mechanism. It means how long it does
not get response. The notification mechanism should set a higher
priority and send to the higher level IT staff. These factors will be
considered one by one. A management system will become more
perfect and reliable through different views to implement.

Today virtual machine is popular. First it is a real machine would
be partitioned into more virtual machines to execute its assignment jobs.
The infrastructure is the same. It could be managed through the same
methodology. There are two types of partition technique respectively to
soft and hard. Right now soft partition is used widely. These vendors
would adopt their enterprise management tools to manage virtual
machines. If the enterprise management tools follow up SNMP RFC
definition, then its output would incorporate into the proactive
management system.
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Appendix A

al

Below is a Perl template file. It could be referred to join into
arm system, if the NNM will be integrated with automation

system.

Hit

##

Hit

Hit

use FindBin;
use lib "$FindBin::Bin/site/lib";

use Time::localtime;

HHEAHHHHHHHHHH AR R R AR AR H AR R R H R R R R AR R

# Get Today (YYYY-MM-DD) and Time (YYYY/MM/DD HH:MM:SS)
R R R A

$tm = localtime(time);
$tod = sprintf("%04d-%02d-%02d", $tm->year+1900, $tm->mon+1, $tm->mday);
$now = sprintf("%04d/%02d/%02d %02d:%02d:%02d", $tm->year+1900,

$tm->mon+1, $tm->mday, $tm->hour, $tm->min, $tm->sec);

HAEAHHHHHHHH AR R R AR AR H AR R R R R R R R AR R R

# Get environment attributes

HUBHBHHHHHHH AR R H AR R H R R H R R R R R R R

$envfile = "D:/NNM _action/alarm_test.env";

open ENVFILE, "< $envfile" or die "Couldn't open $envfile for reading: $!\n";
foreach $line (KRENVFILE>) {

chomp $line;

@TIBCO_BIN = split /=/, $line if ( $line =~ \bTIBCO_BIN\b/ );
@BLAT_EXE = split/=/, $line if ( $line =~ \bBLAT_EXE\b/ );
@MAIL_SRV = split /=/, $line if ( $line =~ AbMAIL_SRV\b/ );
@LOG_DIR  =split/=/, $line if ( $line =~ \bLOG_DIR\b/ );
@MAIL_LIST = split/=/, $line if ( $line =~ \bMAIL_LIST\b/ );
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Hit

##

##

##

}
close ENVFILE;

HUBHBHHHHHHH TR R R TR R H R H R R R R R R R

# Main
HEHHHRHHHURH R TR TR H T TR H TR TR R R R

my ($eventName) = shift;
my ($source) = shift;

B

# Get mail information
HEHHHRHHHA R R AR AR R H TR H TR R R R R

$mailto = getValue(@MAIL_LIST[1], $eventName);

$mailfrom = "staff.alarm\@alarm_test.com";

if ($mailtoeq ") {
$mailto = "staff.alarm\@alarm_test.com";

}

if ( $eventName =~ /\bCisco_Link_Down\b/ || $eventName =~

\bSNMP_Link_Down_SSLVPN\b/ ) {

$ifindex = @ARGV[0];

$ifName = ifAttr($source, "ifName", $iflndex);

$ifAlias = ifAttr($source, "ifAlias", $iflndex);

$mailsub = "NNM: $now, $source interface $ifName is down, description is

$ifAlias";

$mailmsg = "NNM: $now, $source interface $ifName is down, description is
$SifAlias";

$smstext = "NNM: $now, description is $ifAlias";

$alcsmsg = "$source interface $ifName is down, description is $ifAlias";
sendMail($mailto, $mailfrom, $mailsub, $mailmsg);

sendsms($smstext);

sendalcs($alcsmsg, "CiscoLNKDWN", $ifAlias);

} elsif ( $eventName =~ /\bCisco_Link_Up\b/ || $eventName =~
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AbSNMP_Link_Up_SSLVPN\b/) {

$ifIndex = @ARGVIO0];
$ifName = ifAttr($source, "ifName", $iflndex);
SifAlias = ifAttr($source, "ifAlias", $iflndex);

$mailsub = "NNM: $now, $source interface $ifName is up, description is

$ifAlias";

$mailmsg = "NNM: $now, $source interface $ifName is up, description is

$ifAlias";

$smstext = "NNM: $now, description is $ifAlias";

$alcsmsg = "$source interface $ifName is up, description is $ifAlias";
sendMail($mailto, $mailfrom, $mailsub, $mailmsg);

sendsms($smstext);

sendalcs($alcsmsg, "CiscoLNKUP", $ifAlias);

} elsif ( $eventName =~ /\bOV_Message\b/ ) {

$mailsub = "NNM: $now, HP Systems Insight Manager Event Alert: @ ARGV[1],

ID: @ARGV[0]";

$mailmsg = @ARGV[2];

sendMail($mailto, $mailfrom, $mailsub, $mailmsg);

} elsif ( $eventName =~ /AbOV_Duplicate_IP_addr\b/ ) {

$mailsub = "NNM: $now, node @ARGV[0] and @ARGV[2] have Duplicate IP
address.";

$mailmsg = "Duplicate IP address: node @ARGV[0] reported having @ARGV[1],

but this address was previously detected on node @ARGV[2].";

sendMail($mailto, $mailfrom, $mailsub, $mailmsg);

} else {
$mailsub = "NNM: $now, $source @ARGV[0]";

$mailmsg = "NNM: $now, $source @ARGV[0]";
sendMail($mailto, $mailfrom, $mailsub, $mailmsg);

sendsms($mailmsg);

}

#print "Script is done.\n";
close LOGFILE;

exit 0;

## All sub
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Hit

Hit

##

#i#

##

##

HUBHBHHHHHHH AR R H R R H R H R R R H R R R R

# trim space

HUBHBH A H ARG H AR R H R R H AR R H R R R R R R

sub trim {
#my $out = $_[0];

my $out = shift;
Sout =~ s/Ms+//; # trim left
$out =~ s/\s+$//;  # trim right

return $out;

HAAHHHHHHHHHH R R R AR AR H AR R R H R R R R R R R

# Get interface attributes

# Usage: ifAttr(source nodename, attribute name, interface index)

# Example: ifAttr("xxx", "ifName", 1)

# return -> Fa0/1

HURHHHHHHHAH B H R H AR R AR R R R R AR AR R R AR AR R R R R

sub ifAttr {
my ($srcnode, $attr, $iflndex) = @_;
chomp(my $tmp = “snmpget -c alarm_test $srcnode $attr.$iflndex’);
@src = split /:/, $tmp;
return trim(@src[2]);
}

HHHHHHHHHHH AR AR A AR R AR R A R R R

# Get value from file

# Usage: getValue(file name, attribute name)

# Example: getValue("maillist.txt", "OV_IF_Down")

# Mail List Format: OV_IF_Down=receiverl@domain,receiver2@domain
HARHBHHHHHAHBH BB AR B R R HA AR B R HH A AR B R HHH A A A B R B R AR

sub getValue {

74



##

#i#

my ($cfgfile, $cfgname) = @_;
$match_found = 0;
open CFGFILE, "< $cfgfile" or die "Couldn't open $cfgfile for reading: $!\n";
while (defined ($line = <CFGFILE>) && $match_found == 0) {
if ($line =~ N\b$cfgname\b/) {

chomp $line;

@tmp = split /=/, $line;

$match_found = 1;

$ss = @tmp[1];

}
}
close CFGFILE;
return $ss;
}

HHAHHHHHHHH AR R AR AR AR R R R R R R R R R R

# Get real message from message format file

# Usage: getMsg(message name,message array)

# Example: getMsg("OV_IF_Down", @array)

# Message Template: OV_IF_Down=%$argl$ interface $arg2$ is down, description
is $arg3$

HURHBHHHHAAHHH R R AR R R R AR H R R R A AR R R R AR AR R R R R

sub getMsg {
my ($msgkey, @msgarr) = @_;
@arr = split \$/, getValue(@MSG_FILE[1], $msgkey, "=");
Sout = "";
for ($i=0; $i<=$#arr; $i++) {
if ($i%2 ==0) {
Sout = "Sout@arr[$i]";

}
else {
$out = "Sout@msgarr[$i/2]";
}
}
return $out;
}
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Hit

##

#i#

#i#

##

HUBHBHHHHHHH B R R AR R R

# Send mail by blat.exe
# Usage: sendMail(to, from, subject, message body)

HHBHBH AT TR R TR H R R R R AR R R R

sub sendMail {
my ($to, $from, $sub, $body) = @_;
$args = "- -to \"$to\" -f \"$from\" -server @MAIL_SRV[1] -subject \"$sub\" -body
\"$hody\"";
system(@BLAT_EXE[1], $args);
#print "@BLAT_EXE[1] $args\n";
writeLog("sendMail - $body");
}

HAHHHHHHH AR R AR A H AR R R H R R R R A R R R R R

# Send sms
# Usage: sendsms(sms text)
HIHHH T R R

sub sendsms {
my ($sms) = shift;
$cmd = "@TIBCO_BIN[1]/tibrvsend.exe \"NNM.ALM\" \"$sms\"";
system($cmd);
writeLog("NNM.ALM - $sms");
#print "$cmd \n";
}

HERHHHHHHHHH R HHHHH A AR AR R HH A AR AR H AR AR HAH AR AR RS
### Send alcs

# Usage: sendalcs(text, alarmid, eqpid)

HHBHBHHHHHAHAH B R R HHHH R AR R R R AR R R R R A AR R R R R

sub sendalcs {

my ($alarmText, $alarmld, $eqpld) = @_;

$alcs = "sysid=\"NNM\" timestamp=\"$now\" alarmText=\"$alarmText\"
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##

##

alarmld=\"$alarmld\" eqpld=\"$eqpld\" ";
$cmd = "@TIBCO_BIN[1]/tibrvsend.exe \"alarm_test. T1.PROD.ALCS.NNM\"
\"$alcs\"";

system($cmd);

writeLog("alarm_test. TL.PROD.ALCS.NNM - $alarmText");

#print "$cmd \n";

}

B

# Write log
# Usage: writeLog(message text)

HARHHHHHHHH AR TR AR AR AR R R R R AR R AR AR R R R

sub writeLog {

my ($log_msg) = shift;

$logfile = "@LOG_DIR[1]/$tod.log";

open LOGFILE, ">> $logfile" or die "Couldn't open $logfile for writing: $!\n";

$old_fh = select(LOGFILE); # switch to LOGFILE for output
print "$now\t$log_msg\n";

select($old_fh); # return to original output

close LOGFILE;

}
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Appendix B

There are some sequential attribute variables binging to an SNMP
trap. Herein, the following $ variables are used to access the sequential
attributes that were received with the event. Each event has attributes
associated with it (possibly none). They are accessed using the $n
notation, where n is the positional attribute, with 1 being the first
possible attribute. The printing format is based on the ASN.1 type of
the attribute. These attributes are equivalent to the variable bindings in
an SNMP trap. Below table lists its related arguments.

$[arg]

argument description

$# Print the number of attributes in
the event

$* Print all the attributes as [seq(]
name (type): value strings, where
seq is the attribute sequence
number

$n Print the nth attribute as a value
string

$-n Print the nth attribute as a name
(type): value string

$+n Print the nth attribute as a name:
value string

$>n Print all attributes greater than n
as value strings;
useful for printing a variable
number of arguments

$>0 is equivalent to $* without
sequence numbers,
names, or types

$>-n Print all attributes greater than n

78




as [seq] name
(type): value strings

$>+n

Print all variables greater than n as
name: value strings
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