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The study on modified biological intelligent
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The study on modified biological intelligent

algorithms for image segmentation

Student: Shou-hung Wu Advisor: Dr. Jzau-Sheng Lin

Institute of Computer Science and Information Engineering

National Chin-Yi University of Technology

ABSTRACT

White balancing is an important step to correct the color value of
pixels under varied color temperature of illuminations for color image
processing. We have to do the image preprocessing of the color cast, and
use the zone system with the white balance to solve this problem. Then we
implement the biological intelligent algorithms for images segmentation,
such as Artificial Bee Colony (ABC) and Particle Swarm Optimization
(PSO). We embed fuzzy inference strategies into the artificial bee colony
system to construct a segmentation approach. It is to found the cluster
centers with local spatial information in stead of global pixels’ intensities as
well as we also used the PSO algorithm with maximum entropy
thresholding and uniformity as the main structure to find the optimization
threshold. The experimental results have shown that promising
performance can be obtained.

Keywords : Color cast, White balance, Image segment, Imitation of

biological algorithms
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[ Zone Description

Total black

Near black, with slight tonality but no texture

Dark gray-lack. textured black; the darkest part of the image in
which slight detail is recorded

\ery dark gray, average dark materials and low values showing
adequate texture. This is where you will want to place shadow
details.

Medium-dark gray, average dark foliage, dark stone, or landscape
shadows

Middle gray; Standard Kodak 18% gray reflectance card, clear north
sky; dark skin, average weathered wood

Rich mid-tone gray, average Caucasian skin; light stone; shadows on
snow in sunlit landscapes

VIl | Off white or bright light gray, very light skin; shadows in snow with
acute side lighting, highest zone that will still hold good details.

VIII | Lightest tone with texture; textured snow

IX | Slight tone without texture; glaring snow

X Pure white; light sources and specular reflections

8] 2.2 Zone system
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(@) & 4% 1 (b) Gray world assumption (c) Retinex theory (d) A& < #% 12 2

REA
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B 201 B 0fd 2 346 22

Gray_World Retinex Propose White Balance

CIELAB Aa Ab AE Aa Ab AE Aa Ab AE
W 212 | 3.8002 | -8.5820 | 22.8536 | 4.9304 | -13.9662 | 28.1767 | -0.4462 | -7.4080 | 7.4421
B 2.13 | -3.9461 | -15.6397 | 21.4403 | -6.7571 | -25.4131 | 53.2280 | -5.8138 | -13.9104 | 18.4167
® 214 | 08394 | 0.6282 | 1.0937 | 59046 | -17.2331 | 42.9331 | -0.0704 | -0.4949 | 0.9006
B 215 | -2.0360 | -13.2131 | 19.2679 | -1.2437 | -11.9530 | 27.4549 | -3.1814 | -10.4520 | 13.8134
B 216 | 07213 | -20.4692 | 27.9775 | 4.8939 | -31.8153 | 42.2472 | 1.0793 | -22.7709 | 24.0115
B 2.17 | -42.8303 | -42.1660 | 62.4120 | -36.7598 | -41.8418 | 60.0404 | -38.9730 | -33.9708 | 51.7811
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if (valug[i] = min (value)), (W, =1)else(W, =0)  (3-5)
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Background(BKG, gray level
" =30) have 36645 points
Cerebrospinal
fluid(C'SF, gray
level = 210) have
3106 points

, Gray matter(GM, gray level
=120) have 5827 points

) White matter(\WWM, gray level
=165) have 10645 points

5 SKin or fat(S'F, gray level =75)
have 9307 points
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TABLE I

THE SEGMENTATION PERFORMANCE FOR. HCM, FCM, BEE + HCM,

AND THE PROPOSED
PHANTOM WITH k <= 15.

FABCS ALGORITHM

USING THE TEST

Simmlate ;‘;E:I HCM  FCM  Bee+HCM FABCS
Backsround 36645 36645 36645 36645 36645
SIF 0307 9307 9307 9307 0307
GM 5824 5824 5824 5824 5824
WM 10654 10654 10654 10654 10654
CSF 3106 3106 3106 3106 3106
2:_’;‘"5" 0% 0% 0% 0%

Bl 4.8 s2: B 15 el 945 28 %

) fout_slgonithn_cleater_pmi

BEGE et Scuster_rwge 20 60N

BERGE et Scuster range 20 0N

e :'::‘
(b) o
(d) (e) -
Bl 4.9 ez g 20 02 E vt s (@) 5 R 4B (b):% Bee+tHCM (c) 5

BeetFCM (d)% FCM (e) 2 HCM
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TABLE I
THE SEGMENTATION PERFORMANCE FOF. HCM, FCM, BEE + HCM,
AND THE PROPOSED FABCS ALGORITHM USING THE TEST

PHANTOM WITH k <= 20.

Simulate ;:1.’; ':li] HCM FCM  Bee+HCM FABCS
Backsround 36645 31632 36645 34379 36645
S/F 9307 7783 9307 9190 9307

GM 5824 5734 5824 5824 5824

WM 10654 10654 10654 106354 10654
CSF 3106 3106 3106 3071 3106
Average 631% 0% 1.71% 0%

E1moTr

Bl 4.10 22 B 20 eh-T 354k 5%

g
.~
R
St and Cres tee w0 hzzy 222y cmean owean
Hx v s 5 3
T »as 4

) 4 E » o2

_ 8 )

(o) -
15 8003 twae » a0 ‘

B 411 3220 B 25 07 j2 b i s (a) 5 4B (b) 5 BeetHCM  (c) &
Bee+tFCM (d)i FCM (e) 3 HCM
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TABLE I
THE SEGMENTATION PERFOEMANCE FOR. HCM., FCM, BEE + HCM,
AND THE PROPOSED FABCS AIGORITHM USING THE TEST
PHANTOM WITH K == 235.

Simulate m HCM  FCM  BeetHCM  FABCS
Background 36645 21083 21083 33400 33400
SF 0307 3840 3840 0215 8739

GM 5824 3101 3101 4084 5268
WM 10654 6931 6709 7784 10018
CSF 3106 3106 3106 2089 2828
A;i‘jfe 36.58%  37.0%  19.88% 7.88%

Bl 4.12 e B 25 ek 30k R

BRGE bt Schuster range 20 101

¥ 78 P
0 “ a2
“w un 2
10008
e 0%

NN QLN B

Bl 4.13 323U 30 ch s ()5 R4eBl (D)5 BeetHCM (o) 5

BeetFCM (d)% FCM (e) 2 HCM
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TABLEIV
THE SEGMENTATION PERFOFMANCE FOF. HCM, FCM, BEE + HCM,
AND THE PROPOSED FABCS ALGORITHM USING THE TEST
PHANTOM WITH & <= 30.

Actnal

Simulate pixels HCM FCM BeetHCM = FABCS
Background 36645 19932 19932 23593 32738
SF 9307 4062 4062 6057 7442
GM 5824 3061 2980 4403 4199
WM 10654 6469 6274 10306 8333
CSF 3106 3106 3106 2395 2510
Average error 37.74% . 38.38% 24 22% . 19.92%

Bl 4.14 e B 30 eh-L 354k 5%
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& 4 % Bee + FCM
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4.3

RIEFEZHES

A< 2 22 COCLPSO [21]:2 {7 44 #i 224 228 & & 45 * 4 B4

iRk E FRE o B kot 4184 420
Proposed PSO HCOCLPSO [21]
Image k
Optimal Optimal
thresholds EBTOMg thresholds Entropy
2 88, 165 17.76 97, 164 17.8130
Lena 72,125,179 22.0278 82, 126, 175 22.0993
70, 117, 163, 197 25.8766 64, 97, 138, 179 25.9864
53, 86, 123, 160, 207 29.1873 63, 94, 128, 163, 194 29.7348
2 70, 146 18.0233 72,144 18.0280
Pepper 56, 109, 164 22.4350 53, 102, 155 22.4694
4 50, 98, 146, 196 26.3321 53,98, 143, 191 26.5234
35, 71, 106, 141, 191 30.3217 42,74, 109, 149, 191 30.3483
2 90, 169 18.2646 98, 163 1832765
barbara 72,135, 187 22.6534 76,127,178 22.7182
60, 111, 168, 208 26.6182 61, 100, 143, 187 26.7712
5| 66,99, 135,170,208 30.5861 57,92, 129, 166,199 30.6238

% 4.1 it {7 entropy »xig v R
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Uniformity
Image k
Proposed PSO HCOCLPSO[21]
2 0.9889 0.9883
Lena 3 0.9899 0.9886
4 0.9904 0.9893
5 0.9920 0.9903
2 0.9878 0.9876
Pepper 3 0.9890 0.9875
4 0.9918 0.9914
5 0.9916 0.9914
2 0.9898 0.9893
barbara | 3 0.9911 0.9901
4 0.9925 0.9911
5 0.9921 0.9919

# 4.2 i {7 uniformity

TRy PR

P GRS
#t; 8P 120 i i
Proposed PSO HCOCLPSOJ[21]
P_best
iR iF Rl - 20%2 20%2*5
fitness)
* e
. G_best 2 WETE O 2*5 o
pIER 20 20*5 410
P 20 20*5
Sub_swarm 4*5 0
P_best
kB i - § fitness) 2072 202" n
G_best 2 wy TR 2*n REFE
n #IER 20 82+4*n 20*n 82*n
P 20 20*n
Sub_swarm 4*n 0

43 BT BRE T 2R
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~1 0 1] |Matrix_;;; Matrix_,; Matrixy
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Fuzzy Artificial Bee Colony System with
Cooling Schedule for the Segmentation of
Medical Images by Using of Spatial Information

Jzau-Sheng Lin and Shou-Hung Wu

Abstract—In this paper, segmentation of medical images using
a fuzzy artificial bee colony algorithm with a cooling schedule is
created. In this paper, we embed fuzzy inference strategy into
the artificial bee colony system to construct a segmentation
system named Fuzzy Artificial Bee Colony System (FABCS). A
conventional FCM algorithm did not utilize the spatial
information in the image. We set a local circular area with a
variable radius by using a cooling schedule for each bee to
search suitable cluster centers with the FCM algorithm in an
image. The cluster centers can be calculated by each bee with the
membership states in the FABCS and then updated iteratively
for all bees in order to find near-global solution in MR image
segmentation. The proposed FABCS found the cluster centers
with local spatial information in stead of global pixels’
intensities. In the simulation and real medical-image
segmentation results, the proposed FABCS network can reserve
the segmentation performance.

Keywords—FCM, Medical Image segmentation, Avrtificial bee
colony system.

I. INTRODUCTION

I\/IAGNETIC resonance imaging (MRI) is the preferred

imaging modality for examining many neurological conditions
which alter the shape, volume, and distribution of brain tissue.
Reliable measurement can be performed by using image
segmentation for these alterations. Several approaches [1-5]
have been developed to automate such measurements by
segmentation. However, some of these methods do not take
advantage of the MRI images. The analysis of such medical
images can be accomplished by using supervised or
unsupervised  classification = methods. In  supervised
classification strategies, the region of interest (ROI) is defined
by the associated human interaction and the approach trains on
the ROI and flags each pixel in the scenes associated with a
given signature. However, a supervised approach is very
time-consuming for large volumes and heavy biases may be
introduced by an unskilled technician. The unsupervised

Jzau-Sheng Lin, is with the National Chin-Yi University of Technology,
Taichung, Taiwan, R. O. C. (phone: 886-4-23924505; fax: 886-4-23917426;
e-mail: jslin@nuct.edu.tw).

Shou-Hung Wau, is is with the National Chin-Yi University of Technology,
Taichung, Taiwan, R. O. C. (phone: 886-4-23924505; fax: 886-4-23917426;
e-mail: jslin@nuct.edu.tw).

classification methods classify the target data sets without the
aid of training sets, but a post-processing step is required to
correct misclassified pixels.

The fuzzy clusters are generated by dividing the training
samples in accordance with the membership function. The fuzzy
c-means (FCM) [3-5] algorithm used the memberships of a
training sample across clusters that sum up to 1, which means the
different grades of a training sample are shared by distinct
clusters. Membership state is important for the correct feature of
data substructure in clustering problem. If a training sample has
been classified to a suitable cluster, then membership is a better
constraint for which the training sample is closest to this cluster.
In this paper, we embedded the FCM strategy into an artificial
bee colony to construct the FABCS and used to the application
of Medical MRI images segmentation.

Swarm intelligence is an interesting research field that models
the population of interacting agents or swarms that can be able to
organize by themselves. Swarm intelligence systems are popular
in the natural world such as immune system, ant colony, a flock
of birds or bacterial foraging. Artificial bee colony algorithm, an
optimization strategy based on the intelligent behavior of honey
bee swarm, is one of the swarm intelligence systems.

Artificial Bee Colony (ABC) algorithm was proposed by
Karaboga [6-9] for optimizing numerical problems. The
algorithm simulates the intelligent foraging behavior of honey
bee swarms. It is a robust stochastic optimization algorithm.
Several well-known heuristic strategies such as Genetic
Algorithm (GA) [10], Differential Evolution (DE) [11], Particle
Swarm Optimization (PSO) [12-13] on constrained and
unconstrained problems were proposed to compare the
performance with the ABC algorithm.

On an image, the pixels are highly correlated one another.
That is the pixels in the neighborhood own nearly the same
feature data. Therefore, the spatial relationship of neighboring
pixels is an important characteristic that can be of great aid in
imaging segmentation. In this paper, we randomly put several
bees into an image to find cluster centers on a local circular area
with a fixed radius by using of FCM algorithm with a cooling
schedule to decrease the searching radius iteratively. Then we
select the suitable cluster centers iteratively with the bees’
searching strategy till the terminal condition is met. The purpose
of selecting local area is to reserve the local feature data to
segment an image effectively.



Il. CLUSTERING TECHNIQUES

Clustering techniques are the process of recognizing clusters in
testing samples based on some similarity measures. Distance
measurement is generally used for evaluating similarities
between training data. Hard c-means (HCM) is the simplest and
most commonly used clustering method. It represents each
cluster by the mean value of the data points within the cluster. In
a target space, given n objects, the HCM allocate each object to
one of C clusters and minimize the sum of squared Euclidean
distances between each object and the center of the cluster
belonging to every such allocated object. The object function of
HCM is defined as Eq (1)

HCM =

— H 1)

where ZX is the xth data point belonging to the ith cluster, @ is

the cluster center of the ith cluster, ¢ is the number of clusters
and n is the number of data points in cluster i.

First, the HCM takes ¢ randomly selected pixels and makes
them the initial centers of the ¢ clusters being formed. And, this
algorithm assigns each pixel to the cluster with centre closest to
it. Then, the centers of the c clusters are recalculated, and the
pixels are redistributed. This step is repeated for a specified
number of iterations or until there is no change to the
membership of the clusters over two successive iterations. It is
known that the HCM algorithm maybe trap at local optimal
solutions, depending on the choice of the initial cluster centers.
The theory of fuzzy logic provides a mathematical environment
to capture the uncertainties as the same human cognition
processes. The fuzzy clusters are generated by dividing the
training samples in accordance with the membership functions.
A component in the membership matrix denotes the grade of
membership that a training sample belongs to a cluster. Real
data unavoidably involves some noises, either from interface
due to noise sources which exist in the natural environment or
from the equipment itself. Therefore, the drawback of FCM will
be significant while processing improper data. The purpose of
the FCM approaches, like the conventional clustering
techniques, is to group data into clusters or similar items by
minimizing a least-squared error measure. The FCM algorithms
used the probabilistic constraint to enable the memberships of a
training sample across clusters to sum up to 1, which means the
different grades of a training sample are shared by distinct
clusters but not as degrees of typicality. In contrast, each
component generated by the FCM corresponds to a dense region
in the data set. Each cluster is independent of the other clusters
in the FCM strategy. The objective function of the FCM can be
formulated as

Jeem = Zzluxu

x=1 i=1
where Memberships and centroids are defined as
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The value m, so-called fuzzification parameter, would
alleviate the noise effect when the centroids are computed. The
larger the value of m, the greater will be the sensitivity to noise.

I1l.  ARTIFICIAL BEE COLONY (ABC) ALGORITHM

A colony of honey bees can extend itself over long distances in
order to search food sources. The foraging process is begunin a
colony by scout bees to search for plentiful flower patches. More
bees visit flower patches with large amounts of pollen or nectar
that can be collected with less effort, whereas patches with less
pollen or nectar attract fewer bees. During the warm season, a
colony continues its foraging process, keeping a percentage rate
of the population as scout bees. When scout bees return to the
hive, they found a patch rated above a certain quantity threshold
deposit their nectar or pollen and go to the “dance floor” to
perform a “waggle dance” dance. This special dance is essential
for bees’ communication in a colony, and includes three kind of
information regarded a flower patch: its distance from the hive,
the direction in which it will be found, and its quantity rating.
These information help the colony to assign its bees to flower
patches accurately, without any guide or map. This dance
enables the colony to calculate the relative value of different
patches according to both the quantity of the food they supply
and the amount of energy needed to collect it. After waggle
dancing on the dance floor, the scout bees go back to the flower
patches with follower bees that were waiting inside the hive.
More follower bees are assigned to more hopeful patches. This
process allows the colony to collect food efficiently and quickly.
While harvesting from a patch, the bees monitor their food level.
When bees return to the hive, it is necessary to decide the next
waggle dance. If the patch is always good enough as a food
source, it will be noticed waggle dance and more bees will be
recruited to that source. The conventional ABC algorithm is
described as

1. Load the training patterns.

2. Initialize the bees’ population.

2. calculate the fitness of the population.

3. While (stopping condition is not met)

/[Forming new population.

4. Select sites for neighborhood search.

5. Recruit bees for selected sites (more bees for the best e sites)
and evaluate fitness.

6. Select the fittest bee from each site.



7. Assign remaining bees to search randomly and evaluate their
fitnesses.
8. End While.

IV. THE PROPOSED FUZZY ARTIFICIAL BEE COLONY SYSTEM

In an image, one of the important characteristics is that
neighboring pixels are greatly correlated. In other words, similar
feature values are possessed by these neighboring pixels. The
spatial information is important in clustering problem, but it is
not considered in a standard FCM algorithm.

In the proposed FABCS, the clustering is a two-pass process
each iteration. In the first pass, the scout bees were randomly put
in the space domain of a target image. And the spatial
information are searched by using of the function of ABC. The
second pass is the same as that in standard FCM to calculate the
membership function in the spatial domain for each scout bee.
Then, the local cluster process is stopped when the maximum
difference between two cluster centers at two successive
processes is less than a threshold. In order to find near-optimal
solution efficiently, we embedded a cooling schedule to narrow
the area iteratively for the candidate bees to recruit bees for the
best sites and poor sites randomly. In this paper, the decrement
function shown as in Eq. 5 [14] is used as cooling schedule.

r(t) = g%l[gnanh(w)‘]r(t —1) (5)

where r is the radius of the searching circle for a candidate bee

and w a small constant which closes to unit as well as & isalso a
constant. Additionally, t is the iterations. Lin [14] showed that
Eqg. (5) can result in a faster decrement speed than that resulted
from the conventional decrement functions. In Eq. (5), a suitable
value of w can be set as 0.0 <w<1.0. A smaller value of w was
selected; the convergent time can speed up but fall in a local
minimum easily. The flowchart of the proposed FABCS
algorithm is shown as in Fig. 1. After the convergence,
defuzzification is applied to assign each pixel to a specific
cluster for which the membership is maximal.

V.EXPERIMENTAL RESULTS

In order to show the performance, all simulations are executed
with the interpreter language of MATLAB in a personal
computer. The performances for two frequently-used methods
i.e., the HCM and FCM, and the proposed FABCS algorithm
were first compared in the simulation study. And, the real
medical images were segmented by the proposed FABCS
algorithm.

A. Computer simulations

The computer generated image was made up of seven
overlapping ellipses. Each ellipse represents one structural area
of tissue. From the periphery to the center, they were the
background (BKG, gray level = 30), skin or fat (S/F, gray level =
75), gray matter (GM, gray level = 120), white matter (WM,
gray level = 165), and cerebrospinal fluid (CSF, gray level =
210), respectively. The gray levels for each region were set to a

constant value. In addition, the noise of uniform distribution
with the gray levels ranging from -K to K was then added to the
simulated phantoms. The noise level K for different cases was
set to be 15, 20, 25, and 30, respectively.

START

1. Initialize a population of n scout bees.
2. Initially set the number of clusters ¢ and total iterations
ITER.
3. Set the searching size r (radius of a circle) of
neighborhood. ¢

Randomly put these n scout bees into a target image.

[
»

In the searching area, evaluate the fitness of the
population with FCM algorithm to find the local
centroids and their weiahts.

'

1. Select c sites for neighborhood search from the best n/2
sites in accordance with their weights.

2. Recruit bees for the best e sites and poor bees for the
remaining c-e sites in a circle with a cooling schedule.

3. Select the fittest bee from each site to find ¢ centroids.

Obtain the optimal ¢
centroids.

STOP

Assign (n-c) remaining bees to random searching.

'

iterations t
= ITER?

1. Construct a new population of scout bees.
2. Decrease the temperature with Eq. (5) for the cooling

schedule.
|

Fig. 1 The flowchart of the proposed FABCS algorithm.

The segmented images for the test phantom are shown in Figs. 3
- 5. The accuracy for the four image segmentation methods
described above are listed in TABLESs I-1V. From these tables,
they can easily be seen that all the methods would extract the
objects very accurately for the noise levels K = 15 and 20,
respectively. For larger noise levels of K = 25 and 30, the
proposed FABCS algorithm would be more accurate in image
segmentation than the other three methods. An average accuracy
is 92.12 % for K = 25, and 80.08% for K = 30 may be achieved



using the FABCS approach.

Fig. 2 The test phantom of four objects with added noise (k< = 15) in (a)
and the result images shown in (b), (c), (d) and (e) using the
ABC+HCM, FABCS, FCM, and HCM methods, respectively.

TABLE |
THE SEGMENTATION PERFORMANCE FOR HCM, FCM, BEE + HCM,
AND THE PROPOSED FABCS ALGORITHM USING THE TEST
PHANTOM WITH k <= 15.

Simulate Acual e EcM Bee+HCM  FABCS
pixels
Background 36645 36645 36645 36645 36645
SIF 9307 9307 9307 9307 9307
GM 5824 5824 5824 5824 5824
WM 10654 10654 10654 10654 10654
CSF 3106 3106 3106 3106 3106
Average

0% 0% 0% 0%

error

Fig. 3 The test phantom of four objects with added noise (k< =20) in (a)
and the result images shown in (b), (c), (d) and (e) using the
ABC+HCM, FABCS, FCM, and HCM methods, respectively.

B. Real MRI image segmentation

The second experiment showed the segmentation performance
with medical images. These real medical images in Figs. 6 and 7
are acquired with T,-weighted sequences. The acquisition
parameters with different repetition time (TR) and echo time (TE)
are TR/TE = 2500ms/75m:s for Figs. 6(a) and 6(b).

In Fig. 7(a), different regions were classified by the FABCS
from Fig. 1 such as background (BKG), gray matter (GM), white
matter (WM), and cerebral spinal fluid (CSF), respectively.

The next example is a medical image classification in head MR
image of a patient diagnosed with cerebral infarction. Fig. 7(b)
shows 5 regions BKG, GM, WM, CSF, and cerebral infarction
(CI) classified by the proposed FABCS respectively. The
abnormal region with CI classified by the FABCS can be clearly
classified in Fig. 7(b).

TABLE Il
THE SEGMENTATION PERFORMANCE FOR HCM, FCM, BEE + HCM,
AND THE PROPOSED FABCS ALGORITHM USING THE TEST
PHANTOM WITH k <= 20.

Actual

Simulate Sxele HCM  FCM  Bee+HCM  FABCS

Background ~ 36645 31652 36645 34379 36645
SIF 9307 7783 9307 9100 9307

GM 5824 5734 5824 5824 5824

WM 10654 10654 10654 10654 10654
CSF 3106 3106 3106 3071 3106
Average 6.31% 0% 1.71% 0%

error

Fig. 4 The test phantom of four objects with added noise (k< =25) in (a)
and the result images shown in (b), (c), (d) and (e) using the
ABC+HCM, FABCS, FCM, and HCM methods, respectively.



TABLE Il paper. Every bee in the proposed FABCS owns a searching

THE SEGMENTATION PERFORMANCE FOR HCM, FCM, BEE + HCwm,  cireular area Wlth a variable rao.llus decreased_ by a coql!ng
AND THE PROPOSED FABCS ALGORITHM USING THE TEST  Schedule iteratively. In the searching area, the pixels classified

PHANTOM WITH K <= 25, several clusters by means of the FCM strategy to find the best

) Actual local cluster centroids. Finally, the clusters’ cnetroids for each

Simulate pixels 1M FCM BeerHCM  FABCS bee are integrated to merge near-global centroids when the

Background 36645 21083 21083 33400 33400 iterations were terminated. In or_der to show the clas.5|.f|caF|0n

performance, the test phantom images can be classified into

SIF 9307 3840 3840 9215 8739 more suitable clusters by the proposed FABCS than the other

GM 5824 3101 3101 4084 5268 strategies. In the application of MRI medical image

WM 10654 6931 6709 7784 10018 classification, The promising results can be obtained by using of
CSF 3106 3106 3106 2089 2828 the proposed FABCS.

Average

36.58% 37.0% 19.88% 7.88%
error

(a) normal with TR/TE = (b) cerebral-infarction with
2500ms/75ms TR/TE = 2500ms/75ms
Fig. 6 T,-weighted brain Images

Fig. 5 The test phantom of four objects with added noise (k< =30) in (a)
and the result images shown in (b), (c), (d) and (e) using the
ABC+HCM, FABCS, FCM, and HCM methods, respectively.

TABLE IV
THE SEGMENTATION PERFORMANCE FOR HCM, FCM, BEE + HCM,
AND THE PROPOSED FABCS ALGORITHM USING THE TEST

PHANTOM WITH k <= 30.

Actual

Simulate - HCM FCM Bee+HCM  FABCS
pixels

Background 36645 19932 19932 23593 32738

SIF 9307 4062 4062 6057 7442

GM 5824 3061 2980 4403 4199

WM 10654 6469 6274 10306 8333

CSF 3106 3106 3106 2395 2510 . . (a) . (b)

Fig. 7 classified results of Figs. 1 and 2 by means of the proposed

Average error 37.74% 38.38% 24.22% 19.92%

FABCS; (a) 4 regions with background (BKG), gray matter (GM),
white matter (WM), and cerebral spinal fluid (CSF), respectively;
(b) 5 regions with BKG, GM, WM, CSF, and cerebral infarction
(CI), respectively.

VI. CONCLUSIONS

An artificial bee colony system by means of fuzzy c-means with ACKNOWLEDGMENT

cooling schedule called Fuzzy Avrtificial Bee Colony System This work was supported by the National Science Council,
(FABCS) is proposed to medical image segmentation in this TAIWAN, under the Grants NSC99-2221-E-167-010 -.
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Abstract

White balancing is an important step to correct the
color value of pixels under varied color temperature
of illuminations for color image processing. The
Zone system divides the full tonal capabilities of the
display medium into eleven zones ranging from zone
0 (pure black) to zone X (pure white), with zone V
representing  subjective  middle gray which
corresponding to 18% reflectance. In this paper, we
utilize simple image statistic and the concept of the
zone system through the histogram of YCbCr color
space to solve the color cast problem. Experimental
results exhibit that the proposed method gets the fine
image.

Keywords : automatic white balance, zone system.

1. Introduction

Light is one of important factor to affect the
quality of color images. Color temperature gives a
way to represent the spectrum of colors in light and is
recorded on the pixels of image thought the camera
sensor. A white object will appear nature white as
daylight, but it will appear reddish color or bluish
color under low color temperature or high color
temperature. The human eyes have a marvelous
ability to adjust different light conditions due to the
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“color constancy” of the vision perception. The
digital camera sensor or photo image processing
utilizes the white balance algorithm to remove the
impractical color casts, so that objects which appear
white in human eyes are rendered similar white in
color image. Therefore, several methods have been
proposed in the literatures for automatic white
balance in the past years [3-10, 13-15].

Gray world assumption is one of the commonly
known white balance methods [7]. It exhibits that an
image can be found the average value of the primary
color components (RGB) and then uses the average to
determine an overall gray value. Nevertheless, it will
lose the completeness of color when the certain color
dominates. The Retinex theory is base on the visual
color constancy and to remove the unfavorable
illumination effects from a given image [5].
computes independently the mean value of primary
color of relative reflectance through the randomness
and number of paths. It has some shortcomings such
as hallows and iterative solution. Multi-Scale Retinex
(MSR) balances dynamic range compression, color
consistency and color rendition [4]. MSR causes the
color deviation while RGB proportion is out of
balance. The color temperature is not crisp but fuzzy.
Therefore, the white balance method with the fuzzy
logic rules is proposed [14]. It minimizes the color
temperature difference of various light sources and
then to determinate the color parameters for digital
camera. The automatic white balance with fuzzy
neural network is also proposed [3]. The training
phase of the fuzzy neural network predicts pixel-level
color temperatures, and then the testing phase
estimates the color temperature value from the image
pixels to achieve the white balance.

The Zone system, formulated by Ansel Adams
[1], is a photographic technique for providing
photographers with a systematic method to determine
optimal film exposure and development. In this paper,
a new simple and efficient method is proposed, which
used the concept of Zone system to define the
unrealistic color casts and then the simple statistic to
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regulate the RGB gains by the adjusted pixels.

The rest of the paper is organized as follows.
Section 2 describes the Zone system and histogram of
YCbCr color space. Following section exhibits the
proposed methods. Section 4 presents the
experimental results. Finally, section 5 gives the
conclusion.

2. The zone system and histogram of

YCDbCr color space

The quality of color image is depending on
correct light source and the exposure. Ansel Adams,
who is a famous photographer and environmentalist,
develops the Zone system to determine the
correspondence between portion of the scene and
tones in the print [1]. The Zone system has been
applied the display medium to describe images with
the full tonal capabilities although it originated with
black and white sheet film. The Zone system is
divided the tonal gradation into eleven discrete zones,
shown in Table 1, numbered O through X from dark
to light. Each zone represents a doubling or halving
of the luminance in the field of scene. Zone 0 is pure
black, zone X is pure white, and Zone V is subjective
middle gray, corresponding to reflectance of about
18%. Three zones are especially important: the zone
111 used to measure for the shadows for film, the zone
V used for 18% middle gray exposure, and the zone
VII used to measure the highlights for digital. Hence,
the exposure of subject with a zone V, dark area
within zone Il and bright area within zone VII will
be resulted in a mid-tone rendering in the final image.

A histogram is a graphical representation of the
tonal distribution in an image. Each pixel in an image
has a color which has been produced by some
combination of the primary colors (RGB). The
horizontal axis represents the brightness value
ranging from 0 to 255 for digital color image with a
bit depth of 8 bits and the vertical axis counts how
many pixel are at each levels. In the proposed method,
the histogram was divided equally 11 areas to
represent the Zone system, illustrated in Figure 1.

The YCbCr color space is widely used in video
compression standards (e.g. MPEG and JPEG) and
digital photography systems since it is perceptually
uniform [2]. Y is the luminance or brightness
component, Cb and Cr is the blue-difference and
red-difference chrominance components respectively.
The following basic equations convert between RGB
color space and YCbCr color space.

Y =0.299R +0.587G +0.114B
Ch =-0.1687 R - 0.3313G + 0.5B +128
Cr =0.5R-0.4187G - 0.0813 B +128

1)
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R=Y +1.402(Cr —128)
G =Y —0.34414(Cb —128) —0.71414(Cr —128)
B=Y +1.772(Cb—128)

()

The equation (2) indicates that the gray pixel
under the standard light source, its color value
between the RGB and YChCr color space have the
following relation:

Y=R=G=B, Cbh=Cr=128 3)

The values of Cb and Cr fall into the zone V and
the color value of RGB and Y change
correspondingly. Figure 2 shows the histogram of
YCbCr under different color temperature. In each
figure, M represents the mean which describes the
central tendency of values of YCbCr. Figure 2 (a)
shows that an image will appear reddish color under
the tungsten light that is rich in reds and poor in blues,
that is, the mean of Cr lies in brighter area (zone VII)
and the mean of Cb lies in darker area (zone 1V). On
the other hand, Figure 2 (b) demonstrates the bluish
image, downloaded from [11], which the mean of Cb
and almost the Cb components locate in brighter area
(zone VI) and the mean of Cr locates at darker area
(zone V). Finally, figure 2 (c) presents the averages of
all YCbCr components locate in zone V to result the
fine image downloaded form [12].

3. The proposed method

Generally, an automatic color balancing
method is achieved by two steps such as illuminant
estimation and actual adjusting. The proposed
method also includes two steps. The first step is to
determine the color temperature and adjusted pixels
by estimating blue-difference and red-difference of
all pixels in YCbCr color space. The second step is
luminance and automatic color balance adjustment
which can be accomplished through adjusted pixels
as reference to calculate the RGB channel grains.

3.1. Color temperature and adjusted pixels

estimation

First, an image is converted to YCbCr color
space from RGB color space by equation (1). The Cb
and Cr are examined to check the unrealistic color
cast. Let an image 1(X,Y)has sizeM *N , where
Xand Y denote the indices of the pixel position.
I, (X Y), I, (X, y)and 1, (X,Y) denote the luma
component Y and two chroma components of Cb and
Cr. We computed the average of three components as
following equations
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M N

22 (xY)

x=1 y=1

1

Y, =
¢ MN

(4)

In probability theory, Chebyshev’s inequality
guarantees that in any data sample differ from its
mean by more then K standard deviations is less then
or equal to k2. Therefore, we use the following
equation to get the candidate of adjusted pixels.

Iadjuateo(xY y):Ck-%xdjusteo(XY y) A Cradjuste«(Xl y) (5)

and
Cbadjustea(x! y) = (ICb(Xl y) _(Cba\/g +Cbad)) < (QXCbad)
Cr;adjustetﬁxl y) = (ICr(Xl y)_(Crévg +Crad)) < (HXCI’ad)

where Cb,, , Cr,, and € are the average
deviation of Cb, the average deviation Cr and
multiples respectively. @ gives the number of the
candidate of adjusted pixels will be kept. It is set
double or half of standard deviation of Cb and Cr
because each zone represents a doubling or halving of

the luminance in the field of scene.

3.2. Luminance and color balancing
adjustment

According to equation (2), the luminance
component (Y) affects all of three primary colors.
Strictly speaking, the color cast is improved since the
bright or middle areas are adjusted. Therefore, the
equation (7) exhibits the top of 80% pixels will be
kept after the arranging of candidate of adjusted
pixels from high to low sequence.

Igain (X, y) = Iy(ladjusted (X7 y)) = numx 20% (7)

where  nuM presents the number of the
candidate of adjusted pixels.

The new gains of the R,G, and B channel are
then adjusted by equation (8)

min(Y)

Roos = R (mean(R(l g, (%, ¥))) + MIin(R(1 3, (x,¥))))/ 2

G -G * min(Y)

T (mean(G (1L (%, ¥))) + Min(G (1 g (X, Y))))/ 2 (8)
B min(Y)

o = B ™ (mean(B(1 ;, (X, ))) + Min(B(I i, (, ¥))))/ 2

4. Experimental Results

This section we present the experiments were
simulated in a Pentium-IV personal computer by
using of the language Matlab and then compare the
result with the Gray world and Retinex algorithms.

Figure 3 shows the mean of Cb and Cr lay in the
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same zone V after the reddish image was adjusted by
the proposed method with the different@ . Figure 4
shows the mean of Cb and Cr also located in the
same zone V after the bluish image was adjusted by
the proposed method with the differentd . All of
results exhibit that the luminance component Y will
be changed when chrominance components Cb and
Cr are adjusted. Finally, we compare the
experimental results with other methods in Figures
5-6.

5. Conclusion

In this paper, we describe an automatic white
balance method which is base on the principle of the
Zone system and the simple image statistic for digital
color image. The Zone system classifies the full tonal
range in scenes and prints into eleven discrete zones
and zone V is subjective middle gray corresponding
to a reflectance of about 18%. The histogram show
how the tones in the image maps onto the zone scale.
Therefore, we apply the zone V in the histogram of
YCbCr color space as the reference range to analyze
and calculate the gain of RGB channels by simple
statistic. Finally, we also get the fine outcome when
comparing the adjusted results of the propose method
with other automatic white balance methods.
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Fig. 1 Histogram versus Zone system

(V) M=76 =i V) M=E

4000 |

Eg T

o MearEm

o |
4000 4

(a) (b) (©

Figure 2 (a) The image will appear reddish when the mean of Cr lies in brighter area (zone VI1I) and the mean of
Cb lies in darker area (zone 1V). (b) The image will appear bluish when the mean of Cb and almost the Cb
components locate at brighter area (zone VI) and the mean of Cr locates at darker area (zone V).(c) The mean of

YCbCr components of the fine image located in zone V.
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Figure 3 the mean of Cb and Cr components of the reddish image are adjusted into zone V by the proposed

method with different value of &
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Figure 4 the mean of Cb and Cr components of the bluish image are adjusted into zone V by the proposed

method with different value of &
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Figure 5 Adjusted results of an reddish image use the different automatic white balance methods: (a) original

image (b) gray world assumption method (c) multi-scale retinex theory method (d) the proposed method
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Figure 6 Adjusted results of an bluish image use the different automatic white balance methods: (a) original

image (b) gray world assumption method (c) multi-scale retinex theory method (d) the proposed method

Table 1 is described the zone scale and its relationship to typical scene elements [1].

Zone | Description
Total black

Near black, with slight tonality but no texture

Dark gray-lack. textured black; the darkest part of the image in which slight detail is

recorded

Very dark gray, average dark materials and low values showing adequate texture. This is

where you will want to place shadow details.

Medium-dark gray, average dark foliage, dark stone, or landscape shadows

Middle gray; Standard Kodak 18% gray reflectance card, clear north sky; dark skin,

average weathered wood

Vi Rich mid-tone gray, average Caucasian skin; light stone; shadows on snow in sunlit

landscapes

Vil Off white or bright light gray, very light skin; shadows in snow with acute side lighting,
highest zone that will still hold good details.

VIl Lightest tone with texture; textured snow

IX Slight tone without texture; glaring snow

X Pure white; light sources and specular reflections
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A PSO-based Algorithm with Subswarm Using
Entropy and Uniformity for Image Segmentation

Jzau-Sheng Lin
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Abstract—In the image segmentation field, it needs several
iterations to find optimization thresholds or cluster center to
segment images. In this paper, we embedded a scheme based on
maximum entropy and uniformity into the particle swarm
optimization with subswarm structure named MEUPSOS to find
the optimization threshold values iteratively. Instead of using the
conventional PSO, swarm was divided into several subswarms for
the purpose of getting local optimal solutions with a fitness
function based on maximal entropy and uniformity. Additionally,
just one-swarm particles were used to replace k-swarm (k is the
number of threshold values) particles in order to upgrade the
computation performance. Then, the local optimal solutions ware
used to update global parameter in the global swarm. Through
iterations updating the velocities and locations of particles, we
can calculate the near optimal threshold values on an image
based on the fitness functions of maximum entropy and
uniformity. Finally, we can find that the proposed method can get
more promising results than the other method.

Keywords- PSO; image segmentation; entropy; uniformity

l. INTRODUCTION

Segmentation in an image is a very important step for the
image processing. Great deals of literatures, based on region
growing [1], edge detection [2], pixel classification [3-4], and
histogram threshold [5], have been proposed in the research
field of image segmentation. Region growing strategies start at
known pixels and append all neighbors which are similar in
gray level, color, texture, or other properties, to the known
pixels in order to form a region. The local discontinuities are
detect first and then connected to form complete boundaries in
edge detection approaches. A pixel classification approach is
one that classifies pixels based on global of local information
such as their gray levels or colors in an image. In the traditional
pixel classification approaches, they can be divided into two
schemes such as supervised and unsupervised classification
approaches. The supervised strategy classifies pixels into
representative regions with known properties like number of
regions or cluster centroids. Then these regions are merged into
suitable clusters. The supervised method is so troublesome that
it is time consuming. The unsupervised approach is a
classification process that does not need to be experience
cognitive. It just modifies cluster centers through several
iterations to achieve the convergence condition in order to
complete the classification.

Shou-Hung Wu

Dept. of Computer Science and Information Engineering
Nat’l Chin-Yi University of Technology
Taichung City, TAIWAN
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Generally, a thresholding algorithm is one that determines
optimal threshold values based on a certain criterion. A single
threshold value is used for the whole image in a global
thresholding method as well as several threshold values are
used to segment a given image into subregions in a local
thresholding. There are several optimal algorithms in
thresholding segmentation have bee proposed such as
maximum entropy threshold [6] and Minimum error threshold
[7-8]. In order to find optimal threshold values and reduce the
time consumption, biological intelligence algorithms, such as
Artificial ant algorithm [9], Particle Swarm Optimization [10],
Artificial Bee Colony [11-12] , Genetic Algorithm[13], and
Bacterial Evolutionary[14], have been embedded into
thresholding segmentation method to find global or near global
optimal solution.

Artificial ant algorithm is used to choose a correct path for
travelling in accordance with the pheromone. The quantity of
pheromone on a path can be increased when ants go through
the same path. In order not to fall into a local optimal solution,
pheromones on all paths have to be reduced but the pheromone
weight on the best path has to be increased in accordance with
a fitness function.

Artificial Bee Colony (ABC) algorithm was proposed by
Karaboga [11-12] for optimizing numerical problems. The
algorithm simulates the intelligent foraging behavior of honey
bee swarms. It is a near robust stochastic optimization
algorithm.

Genetic algorithm is a heuristic algorithm commonly used
binary encoding. It exchanges bits of information to find a
better solution through iterative crossover step from their good
parent generation. Additionally, the mutation mechanism also
used to prevent trapped in local optimal solutions.

PSO method, belonging to the category of swarm
optimization, is a population-based algorithm and first
demonstrated as a stochastic optimization algorithm by
Eberhart and Kennedy [15]. It is modeled to simulate the social
behavior of bird flocks and follow similar steps as evolutionary
algorithms finding near-optimal solutions. During the last two
decades, PSO has been popularly applied to several
optimization problems such as minimax problems [16], integer
programming problems [17], global optimization problems [18],
and other applications in engineering [19-20].



The convergence of traditional PSO algorithm is so fast that
it easily falls into the local optimal solution. In order to resolve
this problem, the main framework of this paper divides the
solution space into n subspaces named subswarms in the PSO
scheme. The optimal threshold value was obtained in
accordance with the local maximum entropy for the best
position ever attained by a proper particle and the global
maximum uniformity indicated the best position ever
encountered by all particles in the subswarms. The
experimental results show that promising thresholds can be
obtained by means of maximum entropy and global maximum
uniformity which are embedded into fitness function of
particles.

Il.  RELATIVE ALGORITHMS

A.  Maximum-entropy Thresholding

A maximum entropy threshold method, proposed by
Jaynes [21], used the concept of Shannon entropy to image
segmentation. It finds an appropriate grayscale threshold value
which can divide pixels into the background and objects. And,
let variances of pixels within these two regions be the largest
amount, L represent the maximum range of the grayscale
images and t is any one of the gray level value in the solution
space. H(t), represented the entropy value of an image, can be
calculated as follows:

H (t) = H opject (1) + Hpackground (1)

t . . L-1  p; P (1)
oy Pip ki 5 P,
izoPt Pt jitral-Pe 1-p
and
pt:ipi and p, = h(i)/N , )
i-0

where h(i) is the total pixels with the graylevel value i as well
as N is the total number of pixels in an image. Therefore, we
can find an optimal threshold t which deduces maximum
entropy as follows:

¢ = Arg max H (t) ©)
O<t<L-1
To find the optimal multi-threshold values t,,t,,--t, in the

multi-thresholding problem, Eg. (1) can be modified as
H(ty tp, - th) = H(t) + H(tz) +---+ H(ty)
-1 t,-1 p. P. L-1
:_]-Zimi_zzijmij ______ Z imi

i-oR, R, =R, R, k=t, P PL

(4)

where [h—l nd
Pr, =

th-1 ,al
ZF’.J,F’. =h(i)/N, P, =[Z Dj}Pj =h(j)/N
i=0 =t

L1 . Therefore, the fitness function, shown
PL [ Zpk]ka =h(k)/N

k=t,
as in Eq. (5), is also defined the maximum entropy such that

Fit = ArgmaxH (i tp, -, ty)" ®)
O<t<t,
B. Uniformity

The uniformity is to evaluate the performance estimation
for an image through thresholding processing. The greater the
threshold value, the better the uniformity. The uniformity is
defined as follows:

k
Zj:oZieR, (fi _mj)z (6)
N *(fmax - fmin )2
Uniformity value is ranged between 0 to 1. Where k is the
number of thresholding values. i, f, and m, are the number of

pixels, graylevel of pixel i, and the average graylevel in a
cluster, respectively. f... and f.;, are the maximum and

minimum graylevel in the target image.

u=1-2*

C. Particle Swarm Optimization

PSO, proposed by Kennedy and Eberhart [15], is a
stochastic optimization algorithm that is also a population-
based strategy to take advantage of a population (named
swarm) of individuals (called particles) and search promising
areas in the search space. Initially, PSO algorithm generates a
group of particles, in which a particle is defined by a position
and a velocity. Each particle moves with an adaptable velocity
based on a fitness function within the search space, and retain
the best position it ever visited in the past. The velocity
decides the moving direction and distance for a particle. In
PSO, two optimal constraint parameters gbest (global
parameter indicated the best position ever encountered by all
particles) and pbest (local parameter for the best position ever
attained by a proper particle) are used to update the velocity
for all particles. Finally, an approximating optimal solution
can be obtained through previous actions iteratively.

Assume a search space with n dimension, NcR" is a
swarm consisting of M particles. Then the position and
velocity for the i-th particle on an n-dimension coordinate are
defined

Si = (X, Xiz s Xin) ' €N U]
and
Vi = (Vig, Vig s Vip) T €N ®)

The best previous position (pbest) encountered by the i-th
particle in N is defined as

pbest; = (Piy, Pizs Pin)" €N - ©)

In the meantime, the best previous position (pbest) among all
the individuals of the swarm can be obtained by
gbest = max(pbest,, pbest,,..., pbest,, ) (10)

Therefore, the velocity V; (k +1)and position S; (k +1) for the

i-th particle in the swarm at iteration k+1 can be defined as
following equations:



V; (k +1) = wV, (k) + ¢, x rand, ( pbest; (k) - S; (k))
+¢, xrand, (gbest(k) - S; (k)) (11)
S,(k+1) =S, (K)+V, (k+1). (12)

where i=12,..,M is the index of particles, ¢, and c, are
cognitive and social parameters, rand, and rand, are random

numbers uniformly distributed between 0 and 1, and w, the
weighting function, is defined as

W:Wmax—MXk- (13)
kmax
In Eq. (11), the cognitive component phest;(k)—S; (k)

represents the particles own experience as to where the best
position is while the social component gpest(k) - s; (k) Stands

for the belief of the entire swarm as to where the best solution
is during iteration k. In Eq. (13), Wiax is the initial weight as

well as  _and k__ are defined the weight and the number
min max

of the last iteration respectively. The higher the value of
iteration, the smaller the weight w will be. In the proposed
MEUPSQOS, Eq (10) is modified as

subbest, = max(pbest, pbest,,..., pbest). (14)

gbest = max(subbest; , subbest,,...,subbest, ). (15)

Ill.  THE PROPOSED PSO BASED ON MAXIMUM ENTROPY
AND UNIFORMITY

In this paper the constraints with maximum entropy and
uniformity were embedded into the PSO algorithm with
subswarm structure (named MEUPSQOS). Swarm in the
MEUPSO was divided into several subwarms in order to find
several local optimal solutions to speed up global or near global
threshold values being obtained. In order to upgrade the
computation performance, we just used only one-swarm
particles for all subswarms instead of one-population particles
for each swaem.

In the proposed MEUPSOS, we added local optimal value
named subbest for each subswarm. First, we used the entropy-
based fitness function to update the parameter pbest. Then
parameters pbests were used to update subbest in a subswarm.
Finally, gbest was updated with subbests in the global swarm.
The detail flowchart of the proposed MEUPSOS is shown as in
Figure 1. In Figure 1, the processing flow went through two
sub flowcharts named (A) and (B) to calculate the entropies for
updating subbests and compute uniformity to adjust the global
parameter gbest. These two sub flowcharts are shown as in
Figure 2 and Figure 3.

The main purpose in Figure 2 is to calculate the entropy-
based fitness function of particles in every subswarm and
updating parameters pbest with maximum entropy. Then,
phests were used to update subbest in a subswarm.

In Figure 3, parameter gbest was updated by using of the
best subbest with uniformity-based fitness function in

subswarms. Additionally, the threshold values were updated
with the better uniformity.

Read an image.

v

Initialize the number of particles, velocity,
locations of particles, and threshold values.

vV <

(A). Calculate the entropies for subswarms.
v

(B). Compute the uniformities.

v

Update the velocity and location for each particle.

Number of No

iterations is over?

Segment the image with final threshold values.

Figure 1. Flowchart of the proposed MEUPSO.

(A). Calculate the entropies for subswarms

A =

Calculate the entropy-based fitness function of
particles in each subswarm.

v

Update pbest with maximum entropy.

No

For next
subswarm?

Update the values of subbest in a subswrm.

No

Complete the
iterations of all
subswarms?

Figure 2. Flowchart of block (A) in Figure 1.



(B). Compute the uniformities

Update the gbest by using of the best subbest with
uniformity-based fitness function in subswarms.

v

Compute the uniformity.

Better
uniformity?
Yes

Update the threshold values.

»
»

Figure 3. Flowchart of block (B) in Figure 1.

©
Figure 4. Original 512x512 images; (a) Lena, (b) Pepper, and (c) Barbara.

IV. EXPERIMENTAL RESULTS

In order to show the performance, all simulations are
executed with the interpreter language of MATLAB in a
personal computer. The performance for the proposed
MEUPSQOS was compared with HCOCLPSO [11]. The original
512x512 test images (Lena, Pepper, and Barbara) are shown as
in Figure 4. The segmented results with 6 clusters by the
proposed MEUPSQOS are shown as in Figure 5. A comparative

study of uniformity for the proposed MEUPSOS and
HCOCLPSO is shown as in Table I. From Table I, we can find
that the uniformity by the proposed MEUPSOS is better that
those got by the other algorithm HCOCLPSO.

©
Figure 5. Segmented results with 6 clusters by the proposed MEUPSOS.

TABLE I. A COMPARATIVE STUDY OF UNIFORMITY FOR THE PROPOSED
MEUPSOS AND HCOCLPSO.
Image | k Uniformity
Proposed MEUPPSO HCOCLPSO
2 0.9889 0.9883
L 3 0.9899 0.9886
ena 4 0.9904 0.9893
5 0.9920 0.9903
2 0.9878 0.9876
3 0.9890 0.9875
Pepper 4 0.9918 0.9914
5 0.9916 0.9914
2 0.9898 0.9893
b 3 0.9911 0.9901
arbara 4 0.9925 0.9911
5 0.9921 0.9919

Although the object values obtained by the proposed
MEUPSQOS are smaller than those got by the HCOCLPSO with
a small value about 0.05 ~ 0.55, the used particles in the
proposed MEUPSOS are less than the HCOCLPSO. No matter
what the number of threshold values is defined in advance by
the proposed MEUPSOS, the number of particles is always
fixed to n. If an image was segmented k clusters with k-1
threshold values, the number of particles is nx(k —1) in the



HCOCLPSO. Therefore, the computation performance in the
proposed MEUPSOS is better than the HCOCLPSO.

TABLE II1. A COMPARATIVE STUDY OF ENTROPY FOR THE PROPOSED
MEUPSOS AND HCOCLPSO.
Entropy
Image | k Proposed PSO HCOCLPSO
Optimal | Object | Optimal | Object
thresholds | value | thresholds | value
2 88, 165 17.76 97,164 17.8130
3 | 72,125,179 | 22.0278 | 82,126,175 | 22.0993
70, 117, 64,97, 138,
Lena 4 163,197 25.8766 170 25.9864
53, 86, 123, 63, 94, 128,
5 160, 207 29.1873 163 194 29.7348
2 70, 146 18.0233 72,144 18.0280
3 | 56,109,164 | 22.4350 | 53,102,155 | 22.4694
50, 98, 146, 53,98, 143,
Pepper | 4 196 26.3321 191 26.5234
35, 71, 106, 42,74,109,
5 141, 101 30.3217 149, 191 30.3483
2 90, 169 18.2646 98, 163 1832765
3 | 72,135,187 | 22.6534 | 76,127,178 | 22.7182
60, 111, 61, 100,
barbara | 4 168, 208 26.6182 143,187 26.7712
66, 99, 135, 57,92, 129,
5 170, 208 30.5861 166,199 30.6238

V.  CONCLUSIONS

In this paper, we proposed a PSO algorithm with maximum
entropy and uniformity with subswarm structure named
MEUPSOS for image segmentation. In order to upgrade the
computation performance, the number of particles was used
with a fixed value no matter how the threshold values were
changed. Although litter poor object values were obtained, the
proposed MEUPSOS can get better uniformity and
computation performance than those obtained by the
HCOCLPSO for the segmented images.
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