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Preface

This book and its companion volumes, LNCS vols. 5551, 5552 and 5553, constitute
the proceedings of the 6th International Symposium on Neural Networks (ISNN
2009), held during May 26-29, 2009 in Wuhan, China. Over the past few years, ISNN
has matured into a well-established premier international symposium on neural net-
works and related fields, with a successful sequence of ISNN symposia held in Dalian
(2004), Chongqging (2005), Chengdu (2006), Nanjing (2007), and Beijing (2008).
Following the tradition of the ISNN series, ISNN 2009 provided a high-level interna-
tional forum for scientists, engineers, and educators to present state-of-the-art research
in neural networks and related fields, and also to discuss with international colleagues
on the major opportunities and challenges for future neural network research.

Over the past decades, the neural network community has witnessed tremendous ef-
forts and developments in all aspects of neural network research, including theoretical
foundations, architectures and network organizations, modeling and simulation, em-
pirical study, as well as a wide range of applications across different domains. The
recent developments of science and technology, including neuroscience, computer
science, cognitive science, nano-technologies and engineering design, among others,
have provided significant new understandings and technological solutions to move the
neural network research toward the development of complex, large-scale, and net-
worked brain-like intelligent systems. This long-term goal can only be achieved with
the continuous efforts of the community to seriously investigate different issues of the
neural networks and related fields. To this end, ISNN 2009 provided a great platform
for the community to share their latest research results, discuss critical future research
directions, stimulate innovative research ideas, as well as facilitate international mul-
tidisciplinary collaborations.

ISNN 2009 received 1235 submissions from about 2459 authors in 29 countries
and regions (Australia, Brazil, Canada, China, Democratic People's Republic of Ko-
rea, Finland, Germany, Hong Kong, Hungary, India, Islamic Republic of Iran, Japan,
Jordan, Macao, Malaysia, Mexico, Norway, Qatar, Republic of Korea, Singapore,
Spain, Taiwan, Thailand, Tunisia, UK, USA, Venezuela, Vietnam, and Yemen) across
six continents (Asia, Europe, North America, South America, Africa, and Oceania).
Based on the rigorous peer reviews by the Program Committee members and the re-
viewers, 409 high-quality papers were selected for publication in the LNCS
proceedings, with an acceptance rate of 33.1%. These papers cover major topics of the
theoretical research, empirical study, and applications of neural networks. In addition
to the contributed papers, the ISNN 2009 technical program included five plenary
speeches by Anthony Kuh (University of Hawaii at Manoa, USA), Jose C. Principe
(University of Florida, USA), Leszek Rutkowski (Technical University of Czesto-
chowa, Poland), Fei-Yue Wang (Institute of Automation, Chinese Academy of Sci-
ences, China) and Cheng Wu (Tsinghua University, China). Furthermore, ISNN 2009
also featured five special sessions focusing on emerging topics in neural network
research.
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As organizers of ISNN 2009, we would like to express our sincere thanks to the
Huazhong University of Science and Technology, The Chinese University of Hong
Kong, and the National Natural Science Foundation of China for their sponsorship, to
the IEEE Wuhan Section, the IEEE Computational Intelligence Society, the Interna-
tional Neural Network Society, the Asia Pacific Neural Network Assembly, and the
European Neural Network Society for their technical co-sponsorship, and to the Sys-
tems Engineering Society of Hubei Province and the IEEE Hong Kong Joint Chapter
on Robotics and Automation and Control Systems for their logistic support.

We would also like to sincerely thank the General Chair and General Co-chairs for
their overall organization of the symposium, members of the Advisory Committee and
Steering Committee for their guidance in every aspect of the entire conference, and
the members of the Organizing Committee, Special Sessions Committee, Publication
Committee, Publicity Committee, Finance Committee, Registration Committee, and
Local Arrangements Committee for all their great effort and time in organizing such
an event. We would also like to take this opportunity to express our deepest gratitude
to the members of the International Program Committee and all reviewers for their
professional review of the papers; their expertise guaranteed the high qualify of
technical program of ISNN 2009!

Furthermore, we would also like to thank Springer for publishing the proceedings
in the prestigious series of Lecture Notes in Computer Science. Moreover, we would
like to express our heartfelt appreciations to the plenary and panel speakers for their
vision and discussion of the latest research developments in the field as well as critical
future research directions, opportunities, and challenges.

Finally, we would like to thank all the speakers, authors, and participants for their
great contribution and support that made ISNN 2009 a great success.

May 2009 Wen Yu
Haibo He
Nian Zhang
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Optimal Inversion of Open Boundary Conditions Using
BPNN Data-Driven Model Combined with Tidal Model

Mingchang Li', Guangyu Zhang', Bin Zhou', Shuxiu Liang?,
and Zhaochen Sun’

! Laboratory of Environmental Protection in Water Transport Engineering, Tianjin Research
Institute of Water Transport Engineering Tianjin 300456, China
2 State Key Laboratory of Coastal and Offshore Engineering, DUT, Dalian 116024, China
Lmcsgl997@163.com

Abstract. One of major difficulties with numerical tidal models is accurate in-
version of open boundary conditions. A data-driven model based on artificial
neural network is developed to retrieve open boundary values. All training data
are calculated by numerical tidal model, so the tidal physics are not disturbed.
The basic idea is to find out the relationship between open boundary values and
the values of interior tidal stations. Case testes are carried out with a real ocean
bay named Liaodong Bay, part of the Bohai Sea, China. Four major tidal con-
stituents, M,, S,, Ojand K;, are considered in coupled inversion method. Case
studies show that the coupled inversion for open boundary conditions can make
a more satisfactory inversion for a practical problem.

Keywords: Data-driven model, Open boundary conditions, Optimal inversion,
Tidal current.

1 Introduction

Ocean is the source of material and energy for production and consumption. Being
exploited widely, water quality and ecological system of ocean has been affected
tremendously, especially of estuary and nears-shore region along big cities. So the sea
area use demonstration, marine environmental impact assessment and total amount
control of pollutant is required for marine environmental protection. However, accu-
rate numerical modeling by tidal and ecosystem model is the fundamental step of
these works.

Numerical tidal models have been applied widely to study tidal hydrodynamics for
recent decades (Abbott, 1997; Davies, 1997). In order to make the numerical results
come close to real ocean conditions, model parameters, initial and boundary condi-
tions have to be estimated. The process is called model calibration. One of the most
significant difficulties is the inversion of open boundary conditions, especially for
costal waters. Usually, the initial boundary values can be estimated based on the data
of tidal stations nearby, or provided by a large-scale model (Egbert and Bennet et al,
1994). Try and error (Gerristen, 1995) is a widely used technique during model cali-
bration. However, model calibration process might cost much time. Data assimilation
methods have been employed for model calibration with the abundance of satellite
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data. Adjoint technique is the most widely used one among them(Bennett,1982;
Hall, 1982; Cacuci, 1985; Panchang,1989; Larder,1993; Seiler,1993; Zhu,1997; Voge-
ler,1999; Zhang,1999; Han,2000,2001; Lu,2002; Heemink,2002; Zhang,2003; Ay-
oub,2001,2006; Ferron,2003; Gebbie,2004; Ma and Jing,2005). Optimal inversion for
parameters, initial and boundary conditions can be obtained by this technique. How-
ever, both tidal model equations and adjoint equations need to be calculated. Adjoint
equations are as complicated as tidal model equations, so much time is needed. For
practical engineering, it is lack in tidal data. When adjoint technique is chosen, much
uncertainty might exist in the calibrated model. The application of data-assimilation
method is limited.

This paper aims to develop a more practical technique for optimal inversion of
open boundary conditions. In the technique, only open boundary is adjusted, whereas
initial values and model parameters are assumed to be correct. Optimal boundary
conditions are estimated by data-driven model which is based on artificial neural
network. POM (Blumberg and Mellor 1987) is employed to simulate the tidal hydro-
dynamics for interested area.

The structure of the paper is as follows. In section 2, the basic idea and theory of
data-driven, Back-Propagation Neural Network (BPNN) and tidal numerical model
are introduced briefly. The detailed steps about how to inverse open boundary are
described in section 3. In section 4, the method in section 3 is verified with Liaodong
bay. Four major tidal constituents, M,, S,, Oand K;, are considered. In section 5,
conclusions are made.

2 Numerical Model

2.1 Data-Driven Model

The so-called data-driven models, is different from knowledge-driven models (physi-
cally-based modeling). These kinds of models are based on a limited knowledge of
the modelling process and rely purely on the data describing input and output charac-
teristics. They make abstractions and generalizations of the process, so play often a
complementary role to physically-based models. Data-driven model can use results
from artificial neural networks (ANN), expert systems, fuzzy logic concepts, rule-
induction and machine learning systems (Solomatine, 2002). The fundamental expres-
sion is as follows:

(yl,"',yl-,"'ym)=F(x1,"',xl-,"'xn) (1)
Where x,,---,x,,---x, and (y,,-*-,y;,~--y, ) are the input and output variables respec-

tively ; F is the objective function which need to be dug by model. In present paper,
the results of ANN are used for the fitting of F .

2.2 Back-Propagation Neural Network

The BPNN proposed by Rumelhart et al. (1986) is the most commonly used among
the entire artificial neural network models. The BPN uses the gradient steepest de-
scent method to determine the weight of connective neurons. The key point is
the error back-propagation technique. In the learning process of the BPN, the
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interconnection weights are adjusted from back layers to front layers to minimize the
output error. The merit of the BPN is that it can approach any nonlinear continuous
function after being trained (Hormik, 1991). The detailed information can be referred
in Li and Liang et al (2007). There are only two differences in present study. One is
the leaning rate and it is set to be 0.05. The other one is the introduction of appended
momentum and its value is 0.5.

2.3 Tidal Physical Numerical Model

Tidal physical model is fundamental since it tries to explain the underlying physical
processes. There are many tidal hydrodynamic models which can retrieve real ocean
conditions with great precision. POM developed by Blumberg and Mellor (1987) is
one of them. POM has been used widely not only for ocean circulation modeling but
for costal waters studies. There are several modes can be tuned in the model and baro-
tropic 2-D model is chosen in the paper.

3 Optimal Inversion Method

Tens or even hundreds integral computation has to be repeated in the process of trial
and error for the inversion of open boundary conditions. The results, however, are
only approximate resolution. In present paper, a new technique is developed which
combines data-driven model with tidal physical model automatically. In the tech-
nique, tidal physical model repeats a series of designed computations. Then, a data set
which contain the corresponding relationship between open boundary values
[ x,--,x,--x, in equation (1)] and the values of interior tidal /current stations

n

[(y, .y, Y,)in equation (1)] are stored. The task of data-driven model is to find
out the relationship [ F in equation (1)] between (x,---,x;,---x,) and
(¥;5*+,¥;0+y,) . After measurement data are transported into the model, optimal

boundary values will be inversed. The detailed technique is as follows:

Step 1: Choice of control variables

There are two kinds of open boundary for barotropic tidal model, water level or
flux. Water level is usually used since it is easier and more accurate to measure. Real-
istic water level can be decomposed into the sum of tidal constitutes. Each of them
has two constants- amplitude and phase. Realistic water level might involve more
than hundreds of tidal constituents. They act each other, especially in coastal shallow
waters. If all of them are included, the computation cost is excessive and uncertainty
increases (Friedrichs, 2007). So major tidal constituents have to be analyzed, which
aim to select control variables.

Step 2: Cases computation by physical tidal model

In tidal numerical models, the governing equations have to discretized into computation
domain. Along one open boundary line, values of variables are interpolated linearly by
two or more control nodes. In present paper, initial guess values for all the control nodes
are assumed and their corresponding ranges are set. If the number of control nodes is m,

n

and n values are taken for one control variable, there are as many as H[C‘]. =n"

i=m
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designed cases. All the designed cases are computed by tidal model one by one. The re-
sults of tidal elevation and current are stored and output for data-driven model.

Step 3: open boundary inversion by data-driven model

Harmonic constants for interior stations are analyzed using the results of designed
cases.

Input the harmonic constants of interior stations and their corresponding boundary
values into data-driven model. After training, the relationships of interior stations and
open boundary are generalized.

Input the harmonic constants of interior stations analyzed from measurement data
into the above relationship and the optimal solution are solved.

Step 4: verification of optimal solution

Input the optimal solution into the physical numerical model and repeat the compu-
tation. The relative error between measurement and results of numerical computation
are calculated.

1 > Regional Tidal Model ( POM ) 2 >

_____________________________________________________ 7 U P
o U I 2 A, .
H v i
! Designed Field data of Simulated results '
! Cases with gauge station of OROBC OROBC i
! Multi 4 Simulated \
| 8 '
H Control 4 Compare 5 Results of i
! Variables v Designed :
: Combination 5 Data-Driven Model 3 Cases '
: A > B :

Note: OROBC: Optimal Resolution of Open Boundary Conditions

Fig. 1. Diagram of optimal inversion of Boundary Conditions Using Data-driven Model Com-
bined with Tidal Model

In figure 1, the process of open boundary inversion is described. 1-8 is the
sequence of it. In the whole process, there are two modules—hydrodynamic and op-
timal inversion. The computation of designed cases and the final verification are fin-
ished by hydrodynamic module. Optimal inversion module is responsible for the
analysis of hydrodynamic results and generalization of relationship between open
boundary and interior stations. A and B is the connection of the two modules.

4 Case Studies

Case testes are carried out with a real ocean bay named Liaodong Bay, north part of
Bohai Sea, China. The total area is about 18,300 km2. It is very shallow and its aver-
aged water depth is less than 20m. The sea bottom is very flat and its mean slope is
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Fig. 2. Computation domain and measurement stations in the Liaodong bay

1/2000-1/2500. The tide hydrodynamic is controlled by the tidal waves of the Bohai
Sea and Yellow Sea, so the tidal current is complicated. Figure 2 shows the location
of computated domain and measurement points. There is only one open boundary line
controlled by Qinghuangdao and Changxingdao. Measurement data of tidal elevation
from Huludao and tidal current from 69# are used.

4.1 Choices of Control Variables

In the interested ocean bay, the four major tidal constituents can account for more
than 90% of total tidal elevation. However, amplitude of shallow water constituents
may be as large as one of them. Two cases are designed to test the effects of shallow
water constituents. In case 1, only the four major tidal constituents, M,, S,, Oand Kj,
are considered. In case 2, F, and Fg are also included.

In figure 3, the time series of tidal elevation for Huludao by casel and case 2 are com-
pared. The same comparisons are made for 69# in fig. 4. Correlation coefficient is 0.9999
and 0.9995 and the absolute error is only 0.02m and 0.02cm/s respectively. Therefore,
the effects of F, and Fy can be ignored and the M,, S,, O;and K, are chosen as control
variables. Each control variable includes two sub-variables—phase and amplitude.

[ —+ Casel

Tidal Level (m)

PRI RRTRTI Bt T
0 20 40 60 80 100 120 140

Time (Hours)

Fig. 3. Comparison of tidal elevation for Huludao
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Fig. 4. Comparison of tidal current for 69#

Table 1. Values for amplitude (m) of control nodes along open boundary

Tidal Qinghuang  Changxing Tidal Qinghuang  Changxing
constituents dao dao constituents dao dao
0.08 0.25 0.06 0.1
M, 0.12 0.39 S, 0.09 0.15
0.16 0.52 0.12 0.2
0.25 0.77 0.18 0.3
0.21 0.17 0.24 0.13
K 0.32 0.26 o 0.36 0.19
! 0.43 0.35 ! 0.48 0.26
0.64 0.53 0.72 0.4

Table 2. Values for phase (°)of control nodes along open boundary

Tidal Qinghuang  Changxing Tidal Qinghuang  Changxing
constituents dao dao constituents dao dao
-140 50 -60 100
M, -155 65 S, -75 115
-170 80 -89 130
120 30 10 55
K4 135 45 O, 25 70
150 60 40 85

An interesting phenomenon is founded by analyzing the result of designed cases,
that is the tidal amplitude is not affected by the change of tidal phase in its assumed
range. Therefore, the amplitude and phase for each control variables are inversed
independently. When amplitude is inversed, its phase is set to be initial guess value
and vice verse. When this rule is applied, less time is consumed.

In table 1 and table 2, the values of amplitude and phase of control variables are
listed. For each control variable, four values are taken in its range for amplitude and
three values for phase. The total designed cases are 16 and 9 for amplitude and phase.
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4.2 Coupled Inversion and Its Results

The so called separated inversion is to inverse tidal constituents one by one. For
example, when M, is to be inversed, only M, is control variables and tidal elevation
along open boundary is calculated based on harmonic constant of M, only.

Different from Separated inversion, the four major constituents are input as con-
trol variables simultaneously in coupled inversion. When to inverse amplitude, all
the values for three control variables are sequenced from big to small. When M, is
set to be 0.12, S, is set to be 0.09, O, is set to be 0.36 and K, is set to be 0.32 for
Qinghuangdao respectively. Therefore, when M, is set to be 0.25, S,, O;, K; should
be 0.1, 0.13 and 0.17 respectively for Changxingdao. The same rule works on other
combination. According to this rule, there are 16 designed cases for amplitude
inversion.

Table 3 shows the results of the coupled inversion for M, S,, O, and K, by optimal
inversion method.

Table 3. Results of coupled estimation

Open boundary Tidal constituents
nodes Ttems M, S, K, 0O,
Qinghuangdao Amplitude (m) 0.1507 0.1000 0.4184 0.4441
Phase (°) -155.20 -74.65 13545 27.17
Changxingdao Amplitude (m) 0.4247 0.1948 0.3449  0.2428
Phase (°) 65.54 112.67  45.16 70.19

4.3 Verification of Optimal Solution

Table 3 is optimal open boundary values inversed by coupled inversion. Input them to
tidal model and repeat computation to verify the accuracy of the optimal solution. The
results are shown in table 4. The maximal error for amplitude is -0.04m from M2 and
for phase is 4.76° from O1, both in 69#. The error indicates coupled inversion can
inverse realistic open boundary values in better accuracy.

Table 4. Comparison of amplitudes (m) between measurement and simulation for interior
stations

Interior Tidal constituents
. Items
stations M, S, K, 0,
Measurement 0.9197 0.2579 0.3470 0.2707
Huludao Simulation 0.8921 0.2923 0.3244 0.2523
Error 0.0276 -0.0344 0.0226 0.0184
Measurement 0.510 0.150 0.090 0.068
69# Simulation 0.550 0.162 0.081 0.061

Error -0.040 -0.012 0.009 0.007
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Table 5. Comparison of phases (°) between measurement and simulation for interior stations

Interior Tidal constituents
stations Ttems M, S, K, 0,
Measurement 116.88 170.88 78.54 58.34
Huludao Simulation 118.40 172.40 78.80 59.80
Error -1.52 -1.52 -0.26 -1.46
Measurement 6.4 52.1 -84.11 -51.44
69# Simulation 7.8 54.9 -83.5 -56.2
Error -1.4 2.8 -0.61 4.76

5 Conclusion

In this paper, a new method is developed to inverse open boundary values. In the
method, data—driven model and physical tidal model are coupled automatically.
Physical numerical model repeat a number of computation for designed cases, the
results of tidal elevation are stored and output for data-driven model. Data-driven
model generalizes the relationship between open boundary and interior stations. After
measurement data is imported, optimal solution are obtained.

In realistic case study, measurement data of tidal elevation are used to constrain the
model better in a limited data. The results show the coupled inversion is suitable for
realistic open boundary inversion.

Compared with adjoint method, present method has two superiorities. One is sim-
plicity. There is no need to deduce and solve complicated adjoint equations. Data-
driven model based on ANN is easy to be developed. The other one is its flexibility.
In adjoint method, different adjoint equations are needed to be deduced according to
different numerical models. If the basic equations are changed, e.g., different closure
models, the adjoint equations need to be altered accordingly. In present method, the
data-driven model can be kept unchanged when different physical tidal models are
used. Adjoint technique has to repeat computation for both tide equations and adjoint
equations. Even in good initial guess, much time is consumed compared with present
method.
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Abstract. A special kind of recurrent neural networks (RNN) with im-
plicit dynamics has recently been proposed by Zhang et al, which could
be generalized to solve online various time-varying problems. In com-
parison with conventional gradient neural networks (GNN), such RNN
(or termed specifically as Zhang neural networks, ZNN) models are ele-
gantly designed by defining matrix-valued indefinite error functions. In
this paper, we generalize and investigate the ZNN and GNN models for
online solution of time-varying matrix square roots. In addition, soft-
ware modeling techniques are investigated to model and simulate both
neural-network systems. Computer-modeling results verify that superior
convergence and efficacy could be achieved by such ZNN models in this
time-varying problem solving, as compared to the GNN models.

Keywords: Time-varying matrix square roots, Recurrent neural net-
works, Zhang neural networks, Gradient neural networks.

1 Introduction

To our knowledge, the conventional gradient or gradient-based neural networks
(GNN) could be viewed as a useful and important method for time-invariant
problems solving [1I2]. However, many time-varying problems intrinsically ex-
ist in mathematics, science and engineering areas [2[3/4I516], such as the time-
varying matrix square roots (TVMSR) problem depicted as below:

X2(t) — A(t) =0, t€0,+00), (1)

where, being a smoothly time-varying positive-definite matrix, A(t) € R"*" and
its time derivative A(t) are both assumed known numerically (or at least mea-
surable accurately). In addition, let X (¢) denote the time-varying square root of
A(t), which is to be solved for. In this paper, we investigate the TVMSR problem
to find matrix X (t) € R™*" satisfying the time-varying nonlinear matrix equa-
tion X?(t) = A(t) for any ¢ > 0. For such a time-varying equation, GNN models

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 11 ‘ 2009.
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and methods may not work well, since they could only approximately track the
theoretical solution A'/2(t) with relatively large residual errors [A5J6]. In con-
trast, for such time-varying problems, a special kind of RNN models has recently
been proposed by Zhang et al [2I8J4516] (formally, since March 2001) for their
real-time solution. In this paper, to solve the TVMSR problem, a Zhang neural
network (ZNN) model is generalized and designed by using a matrix-valued in-
definite error-function, instead of using scalar-valued norm-based lower-bounded
energy functions which are usually associated with GNN models and methods.

The remainder of this paper is organized as follows. In Section Bl we present
and compare the ZNN and GNN models/methods for online solution of time-
varying matrix square roots. In Section[3] simple but effective software-modeling
techniques are investigated for such RNN models. Illustrative verification results
are presented in Section [l Finally, we concludes this paper with Section

2 Neural-Network Solvers

In the ensuing subsections, the ZNN and GNN models for solving the time-
varying matrix square roots problem are developed comparatively.

2.1 ZNN Model

Firstly, to solve time-vary matrix square root A'/2 (t) by Zhang et al's neural-
dynamic method [2I3[45]6], we can define the following matrix-valued error func-
tion:

E(t) = X2(t) — A(t) € R™*,

where, if the error function E(t) equals zero, X (t) achieves the time-varying
theoretical solution A'/2(t) of the time-varying matrix equation depicted in ().

Secondly, in order to make every entry e;;(t) € R (i,j =1,2,---,n) of E(t) €
R™ ™ converge to zero, a general form of the time derivative of E(t), denoted
by E(t), can be chosen as (i.e., the ZNN design formula [2/3/415/6]):

dE(t)
dt

where design parameter I' € R"*" is a positive-definite matrix used to scale the
convergence rate of the neural network, and for simplicity, we can use vy >0 € R
in place of I'. In addition, the activation-function array F(-) : R"*™ — R™*" ig
a matrix-valued entry-to-entry mapping, in which each scalar-valued processing-
unit f(-) could be a monotonically-increasing odd activation function. In this
paper, two types of f(-) are investigated as examples for the RNN construction:

1)linear activation function f(e;;) = e;;; and,

2)power-sigmoid activation function

= fF]-"(E(t)), (2)

o) { i e > 1 o
€ij) = | 1texp(—¢) | 1-exp(—Eei;) :
l—exg(—g) " 1+exp(—£eij)? otherwise

with suitable design parameters £ > 2 and p > 3.
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Thirdly, expanding ZNN design formula (2) leads to the following implicit
dynamic equation of ZNN model for online matrix square roots finding [in other
words, it solves the nonlinear time-varying equation ()]

X)X () + X)X (t) = —F(X2(t) — A1) + A(t), (4)

where X (¢), starting from an initial condition X(0) € R"*", is the activa-
tion state matrix corresponding to theoretical time-varying matrix square root
X*(t) == AV2(t) of A(t).

In order to build up the MATLAB Simulink verification model [7] of the above
ZNN dynamic equation (), we may need to transform it into the following
explicit-dynamic equation by simply adding X (t) on both sides (i.e., via our
so-called derivative-feedback or velocity-feedback technique [5l6]):

X(t) =XM1 - X (1) - XOX () —7F(X*(t) - A®) + A®). (5

Moreover, for ZNN () solving for the time-varying matrix square root of A(t),
the following preliminaries [8J9I10] and proposition [4J5l6/9] can be given.

Square-root existence condition. If smoothly time-varying matriz A(t) €
R™ ™ is positive-definite (in general sense [10]) at any time instant t € [0, 400),
then there exists a time-varying matriz square root X (t) € R™*™ for matriz A(t).

Proposition. Consider a smoothly time-varying matriz A(t) € R™™™ in nonlin-
ear equation (), which satisfies the square-root existence condition. If a monoton-
ically-increasing odd activation-function-array F(-) is used, then

— state-matrix X (¢) € R"™ "™ of ZNN (@), starting from randomly-generated
positive-definite diagonal initial-state-matrix X (0), could converge to theo-
retical positive-definite time-varying matrix square root X *(t) of A(¢); and,

— state-matrix X (¢) € R"™ "™ of ZNN (@), starting from randomly-generated
negative-definite diagonal initial-state-matrix X (0) € R™*™, could converge
to theoretical negative-definite time-varying matrix square root X *(t) of A(¢).

In addition, if a linear-activation-function array F(+) is used, exponential conver-
gence with rate vy could be achieved for ZNN {]). As compared to the linear-array
situation, superior (and/or much superior) convergence can be achieved for ZNN
@) by using an array F(-) made of power-sigmoid activation functions (3)).

2.2 GNN Model and Comparisons

For the purpose of comparison, we can design a GNN model for constant matrix
square roots solving and then apply it to the solution of the time-varying problem
(by assuming a so-called short-time immobility/invariableness). In view of [,
the following linear GNN model can be obtained for handling the static form
of equation (), which is designed based on the scalar-valued norm-based lower-
bounded energy function || X?2(t) — A% /2:

X(t) = = XT(0) (X3(1) — A) —7(X2(1) — A)XT(0). (6)



14 Y. Zhang, Y. Yang, and N. Tan

In addition, by using the nonlinear-activation technique [II2I46/1T], we could
have the following generalized nonlinear GNN model of ({@]):

X(t) = —vXT () F(X3(t) — A) —vF (X2(t) — A)XT(2).

It is also worth mentioning that, just like almost all numerical algorithms and
neural-dynamic computational schemes, this conventional GNN method is de-
signed intrinsically for static problems solving [e.g., the square roots finding with
constant matrix A € R™*™ in ()] and could only have exact convergence results
for the situation of static problems solving.

Moreover, before ending this section, we would like to present the following
important remarks about the comparison between ZNN ([{]) and GNN (@).

1) ZNN model () is designed based on the elimination of every entry of
the matrix-valued indefinite error function E(t) = X?2(t) — A(t) (which could
theoretically be positive, negative, bounded, or even unbounded). In contrast,
GNN model (@) is designed based on the elimination of the scalar-valued norm-
based energy function || X?(¢) — A||%/2 which could only be positive or at least
lower-bounded.

2) ZNN model (@) is depicted in an implicit dynamics, i.e., X(¢)X(t) +
X(t)X(t) = -, which might coincide well with systems in nature and in prac-
tice (e.g., in analogue electronic circuits and mechanical systems [3] owing to
Kirchhoff’s and Newton’s laws, respectively). In contrast, GNN model (@) is
depicted in an explicit dynamics, i.e., X (t) = ---, which is usually associated
with conventional Hopfield-type and/or gradient-based artificial-neural-network
models. Note that explicit dynamics can be viewed as a special case of implicit
dynamics (i.e., with the mass matrix being an identity matrix), and that implicit
dynamics can be transformed to explicit dynamics readily [e.g., via (H)].

3) ZNN model @) could systematically and methodologically exploit the time-
derivative information of problem-matrix A(t) during its real-time solving pro-
cess. ZNN model @) could thus exponentially and superiorly converge to the
exact time-varying theoretical solution of (). In contrast, GNN model (@) has
not exploited such important information, thus less effective on solving the time-
varying problem. More specifically, when applied to the time-varying problem
solving, GNN model (@) could only generate approximate solutions to (1) with
much larger steady-state computational errors.

4) In essence, by making good use of the time-derivative information [e.g.,
A(t) in (@), the ZNN model and method actually belong to a prediction ap-
proach, which could be more effective on the system convergence to a “moving”
theoretical solution. On the other hand, GNN model (@) and its design method
belong to the conventional tracking approach, which follows from the change of
the problem in a posterior (or to say, after-the-fact) passive manner, and thus
theoretically can not catch the theoretical solution on the move.

5) Moreover, we could find that the connection from Newton iteration to ZNN
models [IT]. That is, Newton iteration for solving static problems appears to be
a special case of the discrete-time ZNN models (by considering the use of linear
activation functions as well as setting their step-size to be 1). In addition, the
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derivation of ZNN models [such as [{@])] might only need bachelors’ mathematical
knowledge if we look at the scalar case of ZNN design formula (). In contrast,
the derivation of GNN models [such as ()] appears to require much deeper
mathematical knowledge of postgraduates’ or even PhD’s level.

3 Software-Modeling Techniques

While Sections [Il and 2 present ZNN () and GNN ([6)) together with their theo-
retical analysis results, the following modeling techniques [Bl6l7] are investigated
in this section based on the MATLAB Simulink [7] environment.

3.1 Blocks Involved

There is a comprehensive block library in Simulink, which includes various kinds
of blocks (e.g., sinks, sources, linear /nonlinear components, and connectors). The
following blocks are used to construct the models of ZNN () and GNN (@l).

1) The Gain block could be used to scale the neural-network convergence rate
(e.g., as the scaling parameter 7).

2) The Product block provides two types of multiplication, either element-wise
or matrix-wise. In this work, we use matrix-wise product by setting the option
“Multiplication” to be “Matrix(*)”.

3) The Constant block generates a constant scalar or constant matrix as spec-
ified by its parameter “Constant value”. For example, a 3-dimensional identity
matrix is generated by setting “Constant value” to be “[100; 01 0; 00 1]”.

4) The Subsystem block is used to construct the sigmoid or power-sigmoid
activation-function array, making the whole system simpler and more readable.

MATLAB | >‘ du/dt ‘
Function A ()

Clock A(t) Derivative
> v X(6)X(1)
atrix
X Multiply
E X >
s [ -
+
Integrator .
X1 - x(1) 1
y I—X(t) Pl Matrix
[3x3] P f\ P Multiply
Matrix I
Matrix ) X2(t) — A(t)
Multiply N

IE@)| simout Manual Switch v
To Workspace
MATLAB In1 Out1
Function

norm

powersigmoid

Fig. 1. Overall ZNN Simulink model which solves for time-varying matrix square roots
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X7t
T ®)
I:l 5 T 2 _A '
X(t) transpose X(t) X (t)]:(X ® (t)) Matrix
A ] Multiply g
s
Integrator Matrix
Multiply | q—
o -a)xte
Function
Clock At)
X2(t) — A(t)
Matrix L’1\
Multiply L

To Workspace

E IE@

MATLAB
Function
norm

Fig. 2. Overall GNN Simulink model applied to time-varying square roots solving

5) The MATLAB Fecn block can be used to generate matrix A(t) with the
Clock block’s output as its input or can be used to compute the matrix norm.

6) The Math Function block can perform various common mathematical op-
erations, and, in our context, generates the transpose of a matrix and so on.

7) The To Workspace block, with its option “Save format” set to be “Array”,
is used to save the modeling results and data to the workspace.

8) The Integrator block makes continuous-time integration on the input signals
over a period of time. In this work, we set its “Initial condition” as “diag(2 *
rand(3,1))” in order to generate a diagonal positive-definite initial state matrix
X (0) with its diagonal elements randomly distributed in [0,2].

3.2 Generating Activation-Function Arrays

The modeling investigated in this paper includes two types of activation-function
arrays mentioned in Section Pl For the linear-activation-function array, as the
array output is the same as its input, we can simply use a connecting line or use
the purelin block under the catalog of “Neural Network Blockset” to represent
it. However, for the power-sigmoid-activation-function array, as it is composed of
power and sigmoid activation functions, we can construct the two functions (or
function-arrays) as the underpinning subsystems. On one hand, for the power
function, we use the Math Function block by choosing “pow” in its function
list and setting its parameter p as 3. On the other hand, the sigmoid function
can be constructed by using some basic blocks with their detailed construction
presented in our previous works [56]. Now, to combine the power and sigmoid
subsystems, we can use a Switch block, where “u2>=Threshold” is chosen for
option “Criteria for passing first input”, and the value of “Threshold”is 1.
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ElModel Properties

Main | Callbacks! | History || Description |

Model callbacks | Simulation stop function:
FreLoadFen figurel(1);
PostLoadFen for k=1:9
InitFen =1 47258386 9];

~-StartFen subplot (3, %, i (k)] ;plot (tout, zout (:, k), k="); hold on

StopFen end
FrefaveFen
PostSaveFen subplot(2, 2, 1) plot (tout, 24ones(length(tout), 1), k=."); hold on
CloseFen subplot (%, 2, 4) ;plot (tout, 0. Ssin(4*tout), "k-."); hold on

zubplot (% 2, 7):plot (tout, ones(length(tout), 13, k=" ); hold on
subplot (3, 3 2) ;plot (tout, 0. Sksinf(detout), "k-."1; hold on
subplot (3, %, 5):plot (tout, 2¥ones(length(tout), 11, k—."); hold on
zubplot (3, 8, 8) ;plot (tout, 0. S¥cos(d4¥tout), "k-."); hold on
subplot (3, % 3) ;plot (tout, ones(lengthitout), 1), k—."); hold on
=ubplot (3, 3 6) ;plot (tout, 0. Skcos(d%tout),"k-."); hold on
subplot (3, % 9) ;plot (tout, 2*ones(lengthitout), 1), k-."); hold on

figurel2)
plot(tout, simout, " k=" hold an;

[ ox H Cancel ” Help ] ApDly

Fig. 3. Necessary “StopFcn” code of “Callbacks” in dialog box “Model Properties”

3.3 Configuration Parameters and Others Setting

After the overall RNN models are built up and depicted in Figs. [l and 2 we
have to modify some of the default modeling-environment options. For example,
firstly, let us open the dialog box entitled “Configuration Parameters”. Sec-
ondly, let us set the modeling/simulation options as follows: 1) Solver: “ode23t”
(which is much different from our previous work); 2) Max step size: “0.2”; 3)
Min step size: “auto”; 4) Absolute tolerance: “auto”; 5) Relative tolerance: “le-
6” (i.e., 107%); and 6) Algebraic loop: “none”. In addition, the check box in front
of “States” as of the option “Data Import/Export” should be selected, which is
for the purpose of better displaying the RNN-modeling results and is associated
with the following “StopFcn” code (as of “Callbacks” in the dialog box entitled
“Model Properties” which is started from the “File” pull-down menu).

4 Modeling and Verification Results

To verify the performance, efficacy and superiority of ZNN (@) in comparison
with GNN (@), we consider the following time-varying matrix A(t) with its time-
varying theoretical square root X*(t) given below for comparison purposes:

540.2552 25+ 0.5¢ 4+ 0.25s5 X ¢ 2 0.5s 1
At) = 2s + 0.5¢ 4.25 2¢+ 0.5s , X*(t)= 1058 2 0.5¢|,
440255 xc 2c+0.5s 5+0.25¢2 1 0.5¢ 2

where s and ¢ denote sin(4t) and cos(4t), respectively. The ZNN and GNN models
depicted in Figs. [l and 2] are now applied to solving the TVMSR problem ().
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(a) Neural state matrix X (¢) of ZNN (@) using a power-sigmoid processing array
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(b) Neural state matrix X (t) of GNN (@) using a linear processing array

Fig. 4. Online solution of time-varying matrix square root AY?(t) by ZNN @) and
GNN (@ with v = 1, where the theoretical solution is denoted in dash-dotted curves
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(a) ZNN (@) with v =1 (b) ZNN ) with v =10 (c) GNN (@) with vy =1

Fig. 5. Residual-error profile of RNN models during time-varying square roots finding

4.1 Convergence Verification

As illustrated in Fig. @(a), starting from randomly-generated positive-definite
diagonal initial-state X (0) € [0,2]>*3, the neural state matrix X (¢) of ZNN (d)
with design parameter v = 1 could converge rapidly to the theoretically time-
varying matrix square root X*(¢) in an error-free manner. In contrast, in Fig.
M(b), GNN () does not track the theoretical solution X*(¢) well, instead with
quite large solution errors.

4.2 Residual-Error Verification

To monitor and show the solution process of ZNN model @) and GNN model (@),
residual error || X2(t)—A(t)|| could also be exploited (which, for many engineering
applications, might be the only and preferable choice). The left two sub-graphs
of Fig. Bl show that, starting from randomly-generated positive-definite diagonal
initial-state X (0) € [0,2]3%3, the residual error of ZNN (@) converges to zero
exactly, and that superior performance can be achieved by increasing the value
of v from 1 to 10. In comparison, as shown in Fig.[Bl(c), the residual error of GNN
model (@) is relatively much larger (never vanishing to zero) and oscillating.

5 Conclusions

A special neural-network model (namely, ZNN) is proposed and investigated for
the online time-varying matrix square roots finding. The important software-
modeling techniques have been introduced and discussed for such neural-network
construction. Computer-verification results have demonstrated further that su-
perior convergence and efficacy could be achieved by such ZNN models for online
time-varying matrix square roots finding, as compared to the well-known GNN
approach and models.
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Abstract. To investigate the time-varying characteristics of the multi-channels
electroencephalogram (EEG) signals with 4 rhythms, a useful approach is de-
veloped to obtain the EEG’s rhythms based on the multi-resolution decomposi-
tion of wavelet transformation. Four specified rhythms can be decomposed
from EEG signal in terms of wavelet packet analysis. A novel method for time-
varying brain electrical activity mapping (BEAM) is also proposed using the
time-varying rhythm for visualizing the dynamic EEG topography to help
studying the changes of brain activities for one rhythm. Further more, in order
to detect the changes of the nonlinear features of the EEG signal, wavelet
packet entropy is proposed for this purpose. Both relative wavelet packet en-
ergy and wavelet packet entropy are regarded as the quantitative parameter for
computing the complexity of the EEG rhythm. Some simulations and experi-
ments using real EEG signals are carried out to show the effectiveness of the
presented procedure for clinical use.

Keywords: Time-varying EEG; Wavelet decomposition; Wavelet packet en-
tropy; Rhythm.

1 Introduction

EEG signals are the activity of ensembles of generators producing oscillation in sev-
eral rhythms’ activities with very complex mechanics [1]. In clinical applications,
four basic rthythms from EEG have been associated with various states of brain under
different brain functions and cognitions. EEG analysis has become an important way
for investigating the state of the human brain function and reorganization process [2].
Four basic rhythms decomposed from the EEG signal are regarded as delta rhythm (1-
4Hz), theta rhythm (4-8Hz), alpha rhythm (8-13Hz) and beta rhythm (13-30Hz) which
are all defined with frequency band.

As we known, Fourier transform enable us to measure different rhythms and esti-
mate the frequency components with each rhythm. However, the spectral decomposi-
tion with Fourier transform cannot detect the time-varying EEG’s rhythms. In many
clinical applications, we need to study the dynamic changes of the EEG and its
rhythms. Short time Fourier transform (STFT) can provide us a useful time-varying
frequency analysis method for non-stationary signals. But it has been noted that the

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 21 20009.
© Springer-Verlag Berlin Heidelberg 2009



22 M. Shen, J. Chen, and P.J. Beadle

short time Fourier transform depends critically on the choice of the window. With a
narrow window, the frequency resolution will be poor; and if the window is too wide,
the time localization will be less precise. The assumption of stationary of the EEG
signal is another drawback of the method. Wavelet transform brings a solution to this
problem. As a multi-resolution analysis method, wavelet transform can provide us a
more accurate temporal localization and a good way for detecting a seizure [3]. In
clinical, a more accurate frequency band of the EEG rhythm is required. To detect the
specified rhythm, wavelet packet transform is used to reflect the changes of the de-
sired band related with the rhythm. Wavelet packet transform is one of the useful
method for the analyzing the non-stationary process [4]. It can generate spectral
resolution fine enough to meet the problem requirement. Entropy derived from infor-
mation theory can characterize the degree of randomness of time sequence and to
quantify the difference between two probability distributions [5, 6]. Spectral entropy
is a nature approach to quantify the degree of order of a signal [7, 8]. The spectral
entropy is a measure of how concentrated or widespread the Fourier power spectrum
of a signal is.

Another aim of this paper is to demonstrate the application of wavelet packet en-
tropy measure to analysis of the segment of spontanecous EEG. This application may
turn especially useful for studying EEG synchronization in conditions with certain
limitation for long duration records of EEG signals.

2 Method of Wavelet Analysis

2.1 Wavelet Packet

One of drawbacks for the wavelet transform is that the frequency resolution is poor in
the high frequency region. The wavelet transform may not provide a spectral resolu-
tion fine enough to meet the problem requirement in clinical application. To deal this
problem, wavelet packet transform can be used as a generalization of a wavelet in that
each octave frequency band of wavelet spectrum is further subdivided into finer fre-
quency band by using the tow-scale relations repeatedly.

The wavelet packet function can be defined as

Vi 0 =2 Y Wy, 21 -k) W

k=—co

w0 =2 gty 2i—k) 2)

k=—oo

The w(t) is called as the mother wavelet function. The h(k), g(k) are quartered

mirror filters associated with the scaling function and the mother wavelet function.
The recursive relations between the j level and the j+1 level are:

A= 3 Ak £ ik 3)

k=—oco
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The wavelet coefficients cjk. can be obtain as

¢ = [ fow; i 5)

Thus, each wavelet packet subspace can be viewed as the output of a filter turned
to a particular basis. A signal can be decomposed into a series of wavelet packet com-
ponents as specified. We can select a set of wavelet packets for a given level of reso-
lution for matching the desired rhythm. Different combination of wavelet packet
should be chosen for the specific thythm required.

2.2 Energy via Wavelet Packet Component

Since wavelet packet node energy is more robust in representing a signal than using
the wavelet packet coefficients directly, we define the signal energy as[9]

E, = fi F(0)dt (©6)

Wavelet packet component energy Ef, can be defined as the energy stored in the

component signal
£, =[ A0 ™

Total signal energy can be decomposed into a summation of wavelet packet com-
ponent energy that corresponds to different frequency bands. Total energy can be
obtained by

E,=E =YE, 8)

A reasonable tree structure must be designed for analyzing the specific frequency
band. For example, the signal would be covered by f2(r), f'(r) and f2(r) or

by £2(1), £7 @), £} (r) and f2(r). Define that the energy of each sub-band as E,. Then,
the normalized value which represent the relative wavelet packet energy
El

y =z ©)

tot
Equation (9) represents the energy distribution in each wavelet packet. It is clear that
P, is sensitive to the energy changes. It represents the energy relation among each
wavelet packet.
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2.3 Wavelet Packet Entropy

As we known, Shannon entropy gives a useful criterion for analyzing the complexity
and the probability. It is a dynamic quantity distribution of the amount of disorder in
system, which can view as a measure of uncertainty regarding the information content
of a system. With the definition of entropy given by Shannon, the wavelet packet
entropy can be defined as

Swp = _Z pl ln[pl] (10)

If a signal is very ordered (suppose a single frequency signal), all the energy will
be in one frequency band. The energy of all other frequency band will be nearly zero.
As a result, the relative wavelet packet energy will be 1,0,0....,which will lead to zero
or very low value in the wavelet packet entropy. In another aspect, a very disordered
signal (suppose a random signal) with energy distribution in every frequency band.
The relative wavelet packet energy will be almost the same and lead to a maximum
value in wavelet packet entropy [10].

Entropy is a description of uncertainty in the signal duration. It is not useful for
analyzing non-stationary signal. To study temporal evolution, the signal is divided in
to nonoverlapping temporal windows. Define the length of the window M, and the
signal is divided into k segments. The total length of the signal is N = KM . Wavelet
packet entropy is performed in each time window. The mean wavelet packet energy at
frequency band [ for the time window k is given by

kM

> fl@?, withk=12... 1)

1
(k) _
EY =—
N[ t=(k—=1)M +1

where NN, is the number of points at the frequency band [ for the time window K .

The total mean energy at the window is

EY =Y EY (12)

E(k>
B(k): IAU{) (13)

The time-dependent wavelet packet entropy will be given by
Sy == p" Inlp"] (14)
Mean wavelet packet energy at frequency band [

1 K
<E/>=EZE/(/<) (15)

and the total mean of the wavelet packet energy average is

(E,) =2 (E) (16)
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The mean energy probability distribution for the whole signal is

_(E)
ql - <Etm‘> (17)
The mean wavelet packet entropy is given as
(S,,)==2_q,Inlg,] (18)

3 Experiment

3.1 Data Recording

ERP activity was recorded from 14 scalp electrode sites using disc electrodes
embedded in a nylon mesh cap placed on the subjects' head. The electrode loca-
tions, according to the international 10-20 system[11], consisted of Fpl, Fp2, F3,
F4, C3, C4, P3, P4, Ol, 02, F7, F8, TS5, T6. The reference electrode was placed
on the tip of the nose. Original EEG signals were recorded and stored in a per-
sonal computer. The sampling rate of the system was 100 Hz, and the EEG sig-
nals was amplified by SYNAMPS amplifiers (Neuroscan, Inc.) filtered on-line
with a low-frequency half amplitude cutoff at 0.01 Hz and a high-frequency half
amplitude cutoff at 50 Hz. The EEG signals were recorded under various brain
functions and with eyes open or closed. Rejection of EEG segments affected by
blink, muscular or other kinds of artifact activity was performed off-line by an
experienced EEG expert visual inspection of the recordings.

3.2 Data Analysis

From the EEG signals analysis of [12], it was well established that the four kinds of
brain rhythms played an important role in the brain function analysis. The wavelet
packet transform allowed us to decompose the signals accurately in the specific fre-
quency bands which could not be achieved by the wavelet transform. In order to ob-
tain an accurate separation of the four kinds of rhythm of the EEG, a six-level wavelet
packet decomposition was performed. Four kinds of brain rhythms were obtained:
delta rhythm (0.78-13.28Hz), theta rhythm (3.91-7.8Hz), alpha rhythm (7.8-13.28Hz)
and beta rhythm (13.28-30.47Hz).

To investigate the effect of the wavelet packet decomposition, a four seconds
EEG signal was applied. The EEG was recorded when the subject closed the eyes.
400 points of EEG signal were decomposed by a six-level Discrete Meyer wave-
let. Four kinds of rhythm were obtained by the wavelet packet tree. From figure 1,
we could see that the rhythms were well extracted by the wavelet packet decom-
position.
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EEG

Fig. 1. A segment of original EEG signal in channel P3 with eyes closed and the decomposition
result of the wavelet packet decomposition
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Fig. 2. Component energy of each rhythm in the open eyes status and closed eyes status respec-
tively

4 Result and Discussion

It has been proved that the alpha rhythm in the spontaneous EEG will enhance when the
subject close his eyes, which represent different brain state compared to the open eyes
status. Two segments of EEG signal were chosen to be tested. The first segment is a 2
seconds EEG signal with eyes open. The other EEG signal is a 2 seconds period with the
subject’s eyes closed. From figure 2, we can obviously see that when the subject opens his
eyes, the four kinds of rhythms were comparable to each other. Nevertheless the alpha
rhythm was enhanced and became the domain rhythm when the subject closed the eyes.
From figure 3, we can see that the wavelet packet entropy is lower in the closed eyes
status, which represent that the brain activity is more order than the eyes open status.

In order to reflect the rhythms’ time-varying characteristic of EEG signals in the
whole cerebral cortex, we calculate wavelet packet entropy of each channel, and then,
using 2D interpolation method to get the topographic map of mean wavelet packet
entropy of EEG signals. Figure 4 is topographic maps of mean wavelet packet entropy
of 14 channels EEG signals in the open eyes and closed eyes status. From this figure,
we can clearly observe the difference between the two statuses.
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Fig. 3. Wavelet packet entropy in the open eyes and closed eyes status respectively
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Fig. 4. Topographic map of mean wavelet packet entropy in the open eyes and closed eyes
status respectively (upper: open eyes, lower: closed eyes)

5 Conclusion

This paper presents an effective method, which is based on the multi-resolution de-
composition with wavelet packet design, to analyze the clinical EEG signals. The
experimental results show that the wavelet packet decomposition can effectively dis-
tinguish each rhythm of EEG signal, and both the wavelet packet energy and wavelet
packet entropy can be used to effectively measure the complexity of the EEG signal.
Due to the better matching in time-frequency characteristics of EEG signal, our
method, compared with the Wavelet method, is more flexible and accurate for the
designing of specific filter banks and the detecting of different EEG rhythms. We can
also see that our method can be used as a new way for analyzing other kinds of medi-
cal signals in practice.
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A New Practical Method on Hydrological Calculation
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Abstract. Artificial Neural Networks (ANN) deal with information through
interactions among neurons (or nodes), approximating the mapping between in-
puts and outputs based on non-linear functional composition. They have the ad-
vantages of self-learning, self-organizing, and self-adapting. It is practical to
use ANN technology to carry out hydrologic calculations. To this end, this note
has fundamentally set up a system of calculation and analysis based on ANN
technology, given an example of application with good results. It shows that
ANN technology is a relatively effective way of solving problems in hydrologic
calculation.

Keywords: Artificial neural networks, BP algorithm, Hydrologic calculation.

1 Introduction

In hydrologic calculation, it is common to set up mathematical models or draw related
graphs based on existing data. Hence, it involves issues of pattern recognition [1].
There is, however, no satisfactory mathematical model y = f(x) that would fix hydro-
logic elements [2,3]. Since the newly developed technology of Artificial Neural
Networks (ANN for short) has advantages of self-learning, self-organizing, and self-
adapting [4], there are many successful applications of it on pattern recognition [5,6].
Therefore, based on the principle and method of ANN [7], we study some related
issues of hydrologic calculation in this note.

2 Method

An ANN is a complex network that consists of many simple neural cells [8]. It is
roughly modeled on the human brain. It has a parallel distribution information proc-
essing device and can approximate the mapping between input and output by compo-
sitions of nonlinear functions [9]. It does not require any design of mathematical
models. It can learn solely based on experience; process various fuzzy, nonlinear,
noisy data through neuron simulation, memory, and association; and process calcula-
tion analysis using the method of self-adapting pattern recognition [10].

ANN algorithms include Hebbian, Delta, Kohonen, and BP [4]. The BP algorithm
(Error Back Propagation) was presented in 1985 by Rumelhart and his PDP team. It
realized Minsky’s thought on multilayer neural networks. A typical multilayer-feed-
forward neural network consists of a number of neurons that are connected together,

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 29{:35]2009.
© Springer-Verlag Berlin Heidelberg 2009
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usually arranged in layers. Its first layer is the input layer. Its final layer is the output
layer. All other layers are hidden layers, which contain the neurons that do the real
work.

A neural network that uses the error back propagation algorithm is said to be a BP
network, whose learning process consists of the feed-forward and feed-backward.
Each sample signal in the feed-forward process is applied by the Sigmoid func-

tion f(x)=1/(1+¢e™") before it is passed to next layer. The situation of neurons on

each layer can only affect the situation of neurons on the next layer. If the output layer
does not produce the desired value, then the errors will be fed back from the outputs
to the inputs through the network, and the weights of nodes in each layer will be
changed along the way. The algorithm repeats in this way until the error values are

sufficiently small.

Let m be the number of layers, y’"'

; denote the output from the node j in the layer

m, y? =x; denote the input at node j, Wé” be the weight of connection between node

I and node j, and ;" be the threshold at the node j in the layer m. The BP network is

training as follows:
(1) Initialize each weight and threshold to a random value in (-1, 1).

(2) Select a pair of data (xk ,Tk) from the training data and substitute inputs into
the input layer such that

y? =x{‘ (fori) M

Where k denotes the number of iterations.
(3) Pass the signal forward by using the formula:

yj =F(sj)=FQ Wiy +6]") &

The calculation processes the output at each node j from the first layer through the last
layer until it completes. Where F(s) is the Sigmoid function.
(4) Calculate the error for each node j in the output layer as follows:

87 =y (A=yI(Tf =) 3)

Where the error is obtained by the difference of the actual output value and the de-
sired target value.
(5) Calculate the error for each node j in each hidden layer as follows:

m—1 v om—1 m om
5]‘ =F(sj )ijé; “)

The error is obtained by feeding back errors layer by layer, where m =m,m—1,---,1.
(6) Change the weights and thresholds backward layer by layer:

Wi (e +1) = W' () +787" /"™ + e Wy (1) =Wy (1= 1] ®)
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07 (1 +1) = 07" (1) + 1o} + a0} (1) - 6" (t = 1)] ©)

Where ¢ is the number of iterations; # is the learning rate (77 € (0,1) ); a is the momen-

tum value (a e (0,1).
(7) Go to step (2), start the next iteration, repeat (2) through (7) until the network
error

E=Y) > (T} -y"?/2 (M
ko

is sufficiently small as expected.
Once the network completes its training, its weights and thresholds are determined.
Thus, we can start a calculation analysis.

3 Result

We demonstrate an application of the ANN technology in hydrologic calculation in
this section by examining the peak stage [11] at the Shi-Gou station in Sui-Jiang,
China as shown in Table 1.

Let Hgy be the peak stage recorded at the Shi-Gou station. Then Hg can be ex-

pressed as
Hg=f(Hg, Hy, P)

Where H denotes the peak stage recorded at the Gu-Shui station, which is the upper
reaches of the Shi-Gou station; H; denotes the peak stage at the Shi-Gou station
recorded at the same time as H;; P is the precipitation of space interval. Since
Hg,Hy , and P are the inputs while Hyis the output, there are three nodes in the

input layer and one node in the output layer. It follows from Kolmogorov’s law that
there are eight nodes in the hidden layer. Hence, the ANN in our hydrologic calcula-
tion has the topological structure (3, 8, 1).

In order to speed up the convergence, let us normalize the original data x; as fol-

lows
x;’ :(xi _xmin)/(xmax _xmin) ®)

Where x denote the maximal value and the minimal value of the flood series,

max * X min
respectively. Thus, each x;- e [0,1].

We can input x;- into the input layer of the BP algorithm and select training data to

start the training and learning process. We choose the learning rate #= 0.85 and the
momentum value o= 0.60. In order to test the BP algorithm after each training and
learning, we take the first thirteen flood series as the training samples, and the last
three flood series as the testing samples. After one hundred thousand times of training
and learning from the training samples, the network error £ = 0.003, which is less
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than expected error; thus, the BP algorithm is convergent. It is clear as shown in Table

1 that the imitation is very good since the average error e of the series is only about
0.07 meters and the maximal error e, of the series is only about 0.19 meters.

Since the trained network has imitated and memorized the functional relationship
between input and output, it can be used to determine the flood stage. It is obvious as
shown in Table 1 that the result of tests for the three flood series is good since the
prediction errors are less than 1%.

Table 1. Peak stage at the Shi-Gou stations and result of its calculation (unit: m)

Order Hg Hy P(mm) Hg Output Fit value Error
1 36.90 14.84 102 16.92 0.9804 16.83 -0.09
2 29.12 12.44 23 12.72 0.1125 12.83 0.11
3 29.93 11.50 52 13.06 0.1446 12.98 -0.08
4 31.40 12.98 63 14.08 0.4119 14.21 0.13
5 31.51 12.76 88 14.29 0.4277 14.28 -0.01
6
7
8
9

Training

31.80 14.39 67 14.72 0.5174 1470  -0.02

30.05 13.10 70 13.60 0.2823 13.61 0.01

29.82 12.58 52 13.44 0.2116 1329  -0.15

28.64 12.59 122 12.85 0.1165 12.85 0.00

sample 10 28.89 10.89 37 12.37 0.0200 12.40 0.03
11 28.54 11.71 64 12.31 0.0420 12.50 0.19

12 29.78 12.16 31 13.11 0.1629 13.06  -0.05

13 28.94 11.77 22 12.56 0.0543 12.56 0.00

Testing 14 30.26 12.34 44 13.36 0.2416 13.42 0.06
15 30.22 13.15 72 13.70 0.3136 13.76 0.06

sample 16 32.19 14.68 136 15.44 0.6597 1535  -0.09

4 Discussion

4.1 ANN’s Application in Hydrologic Calculations

As mentioned at the beginning, it is hard to find a function f that would express the
relationship between a dependent variable y and an independent variable x of hydro-
logic elements such that y = f(x), even in the simplest case like the relation between

the discharge Q and the stage H. On the other hand, we have seen that the greatest
advantage of an ANN is that it does not need a mathematical model. It can imitate and
memorize any complex relationship between inputs and outputs by training and learn-
ing upon historical data, and carry out the calculation analysis by association. There-
fore, many issues (including forecast) in hydrologic calculation can be analyzed by
using ANN technology. The main issues are as follows:

(1) Calculation of discharge-stage. Where the input variable is the stage, the output
variable is the discharge.

(2) Forecast of the propagation time of flood peak with multiple factors. Where
factors may include the simultaneous discharge of lower reaches, the difference of
discharges of upper reaches, the precipitation of space interval, the backwater of
lower reaches, and the discharge of multiple tributaries, these factors are input vari-
ables. The output variable is the propagation time of flood peak.
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(3) Forecast of the precipitation-runoff with multiple factors. Where the input vari-
ables include the rainfall at each single station P, (i=1,2,---,n), the average of areal

rainfall, the earlier stage affecting rainfall P, , the water storage W, of drainage basin

prior rain, the duration of rainfall 7, the intensity of rainfall, the evaporation in the
interval of precipitation, and the initial discharge Q,, the output variable is the runoff.

(4) Flood routing through reservoir. Where the input variables include the precipi-
tation within a time interval at each single station P, (i=1,2,---,n), the average of

areal rainfall within a time interval, the average of discharge into reservoir within a
time interval, and the initial dam stage of a time interval, the output variable is either
the dam stage at the end of a time interval or the average of discharge out of reservoir
within a time interval.

(5) Calculation of the largest flood of different drainage basin areas. Where the in-
put variable is the area of a drainage basin, the output variable is the largest peak
discharge of an actual survey.

(6) Calculation of hydrologic data extension of a design station. Where input vari-
ables are the annual rainfall, the annual runoff, the modulus of annual flow, and so on,
of a reference station, the output variable is the annual runoff of a design station.

In addition, there are many other issues, such as the forecast of low flow with mul-
tiple factors, the forecast of melted snow runoff, the ice-condition forecast, the fore-
cast of tidal river stages, the medium and long term hydrologic forecast, the relation
between the point rainfall and the areal rainfall, the flood peak-volume relation, the
discharge-sediment relation, the unit sediment-section sediment relation, the natural
annual runoff restoration and so on, that can also be analyzed by using the ANN tech-
nology. To that end, we collected a large number of data and carried out calculations.
It turns out that the results are generally satisfactory as long as we select proper pa-
rameters. Therefore, we believe that the ANN technology has a bright future of appli-
cations in hydrologic calculations [12].

4.2 Selection of Parameters

(1) The selection of the number of nodes for the hidden layer.

In 1989, Robert Hecht and Nielson proved that a continuous function on any closed
interval can be approximated by a BP network with one hidden layer, thus, a BP net-
work with three layers can carry out any mapping from n-dimensional space to m-
dimensional space. Thus, we have adopted a three-layer BP network with single hidden
layer in our calculation. It follows from the Kolmogorov’s theorem that the number of
nodes in the hidden layer is at least 2n + 1, where n is the number of nodes in the input
layer. Since n = 3, the number of nodes in the hidden layer is at least 7. Considering the
accuracy, we determined that the number of nodes for the hidden layer is 8

(2) The selection of the momentum value

In order to improve the network training speed, a momentum value a<(0,1) is
added in the formula that is used to modify the weights. The momentum takes into
account the extent to which a particular weight was changed on the previous iteration.

When the value of a is equal to 0, the change of weights is obtained via the method of
gradient descent. When the value of a is equal to 1, the change of weights is set to
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equal to the change on the previous iteration such that the part of the change gener-
ated by the method of gradient descent is ignored. Therefore, when the value of a is
increased, it will help to find the set of weights that provides the best performance of
the network. In our case, we choose the value of 0.60 for the momentum a.

(3) The selection of the learning rate

It is very important to choose a proper value of the learning rate # during the
course of training the network. The value of the learning rate # is a positive number
below 1, and which should not be too high. When the value of # is too high, it may
result in an unstable state. On the other hand, if the value of # is too small, it may take
long time to complete the course of training the network. The bigger of the value of 7,
the faster of the modification of the weights will be. Therefore, we may choose a large
value of # provided that it will not cause any instability of the performance. In our
case, we choose the value of 0.85 for the learning rate #.

5 Conclusion

Although it is often impossible to find a specific function for the relation between a
dependent variable and an independent variable in hydrologic elements, the ANN
technology can provide us an alternative solution for such a hard issue. It deals with
information through interactions among neurons (or nodes), and approximates the
mapping between inputs and outputs based on the non-linear functional composition.
It has the advantages of self-learning, self-organizing, and self-adapting. Therefore, it
is practical to use the ANN technology to carry out hydrologic calculations. Our cal-
culation results have confirmed that.

The error in our example (see Table 1) is only between 0.44% and 0.58%, which is
certainly good enough for a hydrologic forecast. However, it will be very difficult to
achieve the same accuracy if we use the traditional approach [11]. Furthermore, the
ANN technology allows us to have multi-variables in both input and output layers.
This is very important for hydrologic calculations since the stage, discharge, and other
hydrological variables are often functions of many influential variables.

This note, aiming at the issues in hydrologic calculation, has preliminarily set up a
system of calculation and analysis based on ANN technology. We have developed
applied functional software along with our research. This is a new attempt in hydro-
logic calculation. If we combine it with other algorithms, there is no doubt that we
will be able to improve the accuracy and level of the hydrologic calculation.
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tion of China (No. 40771044).
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Abstract. Conventional back-propagation (BP) neural networks have
some inherent weaknesses such as slow convergence and local-minima
existence. Based on the polynomial interpolation and approximation
theory, a special type of feedforward neural-network is constructed in
this paper with hidden-layer neurons activated by Bernoulli polynomi-
als. Different from conventional BP and gradient-based training algo-
rithms, a weights-direct-determination (WDD) method is proposed for
the Bernoulli neural network (BNN) as well, which determines the neural-
network weights directly (just in one general step), without a lengthy
iterative BP-training procedure. Moreover, by analyzing the relationship
between BNN performance and its different number of hidden-layer neu-
rons, a structure-automatic-determination (SAD) algorithm is further
proposed, which could obtain the optimal number of hidden-layer neu-
rons in a constructed Bernoulli neural network in the sense of achieving
the highest learning-accuracy for a specific data problem or target func-
tion/system. Computer-simulations further substantiate the efficacy of
such a Bernoulli neural network and its deterministic algorithms.

Keywords: Bernoulli polynomials, Feedforward neural networks,
Weights direct determination, Structure automatic determination, Hid-
den layer.

1 Introduction

Artificial neural networks have become a useful tool in dealing with various
scientific and engineering problems such as system design and control [TI213]4],
image processing [5], and robot inverse-kinematics [4J6] due to their remarkable
advantages such as parallelism, distributed storage and computation, adaptive-
learning ability. Among the most important neural-network models, BP neural
networks have been widely investigated and also applied to many practical fields
[78]. But the inherent weaknesses still exist in BP-type neural networks and
their algorithms (including those improved variants), such as, slow convergence
of iterative training, local-minima existence of solution, and uncertainties in the
optimal number of hidden-layer neurons [§].
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Different from algorithmic improvements about the BP iterative-training pro-
cedure, by our successful experience [1[9/10], adopting linearly-independent or
orthogonal activation functions to construct the neural network might be a much
better choice. In this paper, based on the polynomial interpolation and approxi-
mation theory [T1I12], we further try enhancing the neural-network performance
by proposing a so-called Bernoulli neural network. This special neural network
has a three-layer structure as well, but with hidden-layer neurons activated by
Bernoulli polynomials. More importantly, in order to avoid the usually-lengthy
iterative-training procedure (which is mostly based on gradient and BP meth-
ods), a pseudoinverse-based weights-direct-determination method is derived for
the Bernoulli neural network, which can determine the theoretically optimal
weights directly (just in one step).

Furthermore, as we all know possibly, selecting the number of hidden-layer
neurons is an important and difficult issue because it may affect the overall
performance of neural networks very much. Specifically speaking, fewer hidden
neurons may not achieve a satisfactory performance, whereas too many hidden-
layer neurons may lead to a higher complexity of circuit-implementation, soft-
ware computation and even an over-fitting phenomenon [8/10]. By observing
the relationship between BNN performance and hidden-layer-neurons’ number,
a structure-automatic-determination method/algorithm is proposed further in
this paper for Bernoulli neural network. Specifically, it exploits the weighs-direct-
determination method at its every trial and generates finally the optimal number
of hidden-layer neurons. Via the WDD and SAD algorithms, the highest accu-
racy of learning can be achieved by the Bernoulli neural network for a specific
data system or target function approximation. Computer-simulation results sub-
stantiate the superiority of the Bernoulli neural network and its algorithms.

2 Neural-Network Model and Theoretical Basis

In this section, we propose the Bernoulli neural network (or termed, Bernoulli
polynomial neural network) firstly, and then present some important definitions
and theorems which guarantee its approximation ability.

2.1 Model Structure

Fig. [ shows the proposed model of Bernoulli neural network, which, in the
hidden layer, has n neurons activated by a group of degree-increasing Bernoulli
polynomials ¢;(z),5 = 0,1,---,n — 1. The BNN input-layer or output-layer
each has one neuron activated by simple linear function f(xz) = x. Moreover,
the weights between input-layer and hidden-layer neurons are all fixed to be 1,
whereas the weights between hidden-layer and output-layer neurons, denoted as
wj,j =0,1,---,n—1, are to be decided or adjusted. In addition, all neuronal
thresholds are fixed to be nil. These settings could simplify the neural-network
structure design, circuit implementation and computational complexity. More
importantly, even so, the approximation ability of the Bernoulli neural network
can still be theoretically guaranteed.
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Bernoulli-polynomial based
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Fig. 1. A new neural network with hidden neurons activated by Bernoulli polynomials

2.2 Theoretical Basis

About the Bernoulli neural network proposed in Subsection B, people may
wonder whether it works. Now we show its theoretical basis. As we know [I3J14],
Bernoulli polynomials are quite important in various expansion and approxima-
tion formulas with many applications in combinatorics and number theory.

Firstly, as noticed, there are a variety of different expressions for Bernoulli
polynomials. In this paper, we present a simple recurrence relation of Bernoulli
polynomials for the facility of such a neural-network construction. In [I4], the
Bernoulli polynomials are defined via a matrix-determinant approach, and then,
by simplifying it, the stable recurrence expression of Bernoulli polynomials can
be shown as follows with ¢o(z) = 1:

oi(e) == =, i 1 Ji ((j —I: 1)@@)) ) With (j Z 1) = k!(j('j++11)!k)!’ )

k=0

where ¢;(z) denotes a Bernoulli polynomial of degree j = 1,2,3,--- ,n,---, with
its first few analytic expressions given in Fig. [I] as well as in the Appendix.

Similar to the fundamental idea appearing in our previous work [TJ9IT0], the fi-
nal approximation mathematical essence of such a Bernoulli-neural-network con-
struction can be viewed as a procedure of constructing a generalized polynomial
function so as to interpolate or approximate an unknown target function/system
using a given set of sample data. When approximating an (unknown) objective
function ¢(x), from Fig. [Il the relation between input- and output-neurons of
Bernoulli neural network can be exactly expressed as

y = () = wodo(x) + w11 (@) + - + Wn—1¢Pn-1(2), (2)

of which the learning and approximating abilities can be guaranteed by the fol-
lowing definition and theorem [note that ¢(z) is also termed target function].
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Definition 1 [QITOII5T6]. Assume that ¢(z), ¢;(z) € Cla,bl,5 = 0,1,--- ,n —
1 (in words, target function ¢(x) and the jth polynomial function ¢;(z) of
polynomial-function sequence {gbj(z)}?;ol are continuous over the closed inter-
val [a,b]), and that {$;(x) ?;01 is a set of linearly independent polynomial-
functions. For given weighting-function p(x) on interval [a,b], appropriate co-
efficients wg, w1, - ,wn—1 can be chosen for the generalized polynomial ¢(x) =
Z;L:_Ol w;0;(x) so as to minimize f:(ga(z) —¢(x))2p(x) dx. Then, ¢(x) is termed
the least-square approzimation of p(x) with respect to p(x) over interval [a,b].

Theorem 1 [QI0IBII6]. For o(z) € Cla,bl], its least-square approzimation
function ¢(x) could exist uniquely, of which the coefficients (in other words,
the neural-network weights shown in Fig. ), wo, w1, - ,wn_1, are solvable.

3 BNN Weights-Direct-Determination

From the description of the above Bernoulli-neural-network structure, it can
be viewed as a special type of BP neural networks, which can still adopt BP
algorithms as its iterative-training rule. However, if a BP algorithm is employed,
it may take much time (or even infinite time) to converge to a solution under a
user-specified accuracy of learning (e.g., 10~'® in the ensuing simulation-study of
ours). As mentioned above, for the Bernoulli neural network, its weights can be
determined directly (i.e., via the so-called weights-direct-determination method),
instead of a lengthy BP iterative-training procedure. Now we show it as follows.

By taking (x;,v: = ¢(x;))|7, as the given training-sample pairs, we can
define the batch-processing error (BPE) function E for BNN as below:

m n—1 2
E = ; Z <% - pr(bp(xi)) . (3)
i=1 p=0

Then we have the following theorem about the BNN weights-direct-determination
method (with proof similar to [9] but omitted in view of space limitation).

Theorem 2. Let superscript T denote the transpose of a matriz or vector. As for
the Bernoulli neural network depicted in Fig. [, let us define its weights vector
w, target-output vector v, and input-activation-matriz X respectively as

wo Y1 do(z1) ¢1(w1) ... Pn—1(1)
w1 V2 do(w2) ¢1(z2) ... Pn1(z2)

w = . 7’7 = . 7X = : : .. : Rmxn’
Wn—1 Ym @0 (Zm) (bl(mm) (bn—l(xM)

Then, with superscript * denoting the pseudoinverse of a matriz, the steady-state
weights vector of the Bernoulli neural network can be determined directly as

w= X"y = (XTX) X7y, (4)

which is optimal in the sense of minimizing the batch-processing error E in (3).
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Fig. 2. Approximation error of BNN versus its number of hidden-layer neurons

BNN Structure-Automatic-Determination Algorithm
Input: Training-sample pairs (z,vi)|i%1
Output: The optimal number of hidden neurons, n

Initialize the loop index ¢ = 2
Initialize MinE=F to be a very large value (e.g., 10'°)
Initialize the optimal number n =1
Construct Bernoulli polynomial ¢o(z) =1
While £ <MinE or n ==¢q — 2,
e Construct Bernoulli polynomial ¢q—1(z)
e Calculate the neural-network weights using the
weights-direct-determination method ()
e Calculate the resultant BNN learning error F
o If £ <MinE,
MinE «— E
n«—gq
End
eg«—q+1
End

Fig. 3. Algorithmic description of structure-automatic-determination (SAD) method
which decides the optimal number of hidden-layer neurons in Bernoulli neural network

4 BNN Structure-Automatic-Determination

It might be well known that the number of hidden-layer neurons has an im-
portant influence on the performance of neural networks, but currently there is
still no deterministic theory which handles this issue. As an attempt to develop
a suitable algorithm for determining the optimal number of hidden-layer neu-
rons in Bernoulli neural network, we firstly observe and analyze the relationship
between BNN performance and the hidden-neurons’ number via the approxi-
mation examples of a variety of target functions. For example, Fig. 2] shows
the BNN-approximation error (specifically, E/m) of the following three tested
target-functions versus the number of BNN hidden-layer neurons:
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E <MinE or
n==q—27

‘Set the (¢ — 1)th Bernoulli polynomial‘

‘ Calculate the neural-network weights ‘

‘ Calculate the corresponding error £ ‘

Yes
‘ MinE— E and n — ¢ ‘

v
L= a<@+]) \
|

Fig. 4. Program flowchart of BNN structure-automatic-determination method

p(x) = e” cos(3mx), (5)
p(x) = sin(6x)/cos(z) — x, (6)
p(z) = ze” + cos(3mx), (7)

which are out of the twelve target functions we have tested (but no other tests
are presented in this paper due to space limitation and results’ similarity). From
Fig. @l and other testing results, we observe that the BNN performance has a
relatively consistent trend with respect to the number of hidden-neurons (which
increases from 2 to 30), no matter what target function is tested. That is, at the
beginning, the BPE defined in ([B]) would generally decrease over the increase of
the hidden-neurons’ number. In addition, the BPE-decreasing procedure will not
terminate until it reaches the optimal number of hidden-layer neurons (at this
point BPE is the smallest). After that, as the number n increases, the BPE will go
up generally. So, we could search the optimal number of hidden-layer neurons by
increasing n one by one, in addition to using the aforementioned weights-direct-
determination method. The structure-automatic-determination algorithm could
thus be developed and presented in Figs. Bland [l

In addition, it is worth mentioning that during the search procedure through
increasing the number of hidden-layer neurons, the BPE error F calculated at
the current loop (with a larger value of the number of hidden-layer neurons, ¢)
might become larger than (or equal to) that at the previous loop (e.g., with a
smaller value of the number of hidden-layer neurons, ¢ —1). The key point of the
proposed SAD algorithm is to deal with such a situation. From our simulation
results (e.g., Fig. @), it is observed that, for (almost) all tested target-functions,
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Table 1. Learning and approximation results of the proposed Bernoulli neural network

Function Optimal number Runtime Average error of Average error of

# n (second)  training, E/m testing, E/m
Target (G) 23 0.062 244 x 1074 2.40 x 10714
Target (©) 19 0.042 5.08 x 1078 5.02 x 10718
Target ([7) 23 0.060 3.62 x 107 3.38 x 10714
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Fig. 5. Approximation results of Bernoulli neural net with WDD and SAD algorithms

if ¢g—1 is not the true optimal-number of hidden-layer neurons, the BPE error F
with ¢ + 1 hidden-neurons will become less than that with ¢ — 1 hidden-neurons
(although the BPE error E with ¢ hidden-neurons is larger than that with ¢ — 1
hidden-neurons). Moreover, as from our simulative observation, if the errors E
with ¢ + 1 and ¢ hidden-neurons are both larger than that with ¢ — 1 hidden-
neurons, we can say quite definitely that ¢—1 is the optimal number n of hidden-
layer neurons of the Bernoulli neural network for that specific approximation
task (x;,7:)|™,. As ¢ starts from 2 and increases, such a structure-automatic-
determination algorithm depicted in Figs.[3land d continues to search the optimal
number of hidden-layer neurons until the above objective is achieved.

5 Computer-Simulation Verification

For the purpose of testing, verifying and illustrating the efficacy of this novel
Bernoulli neural network and its algorithms, the mentioned three target-functions
in Section [ [i.e., in (@)-(T)] are employed here for the simulation study. Let us
take and sample uniformly over the interval [—1.0, 1.0] with gap-size 0.01 to gen-
erate the related data-sets {(z;,vi),4 = 1,2,---,201} (i.e., m = 201). Then, the
Bernoulli neural network is simulated with its WDD and SAD algorithms, and the
numerical results are shown comparatively in Table[I] Figs.Bland

Moreover, it is worth pointing out that, with the optimal number of hidden-
layer neurons as in Table [ (e.g., in its last row), the Bernoulli neural network
can achieve the smallest BPE error E for that specific function-approximation
task, which implies that its performance is deterministically the best.
More importantly, by using the proposed weights-direct-determination and
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Fig. 6. Approximation error of Bernoulli neural net with WDD and SAD algorithms

structure-automatic-determination methods (instead of using iterative BP-
training algorithms based on the well-known gradient-descent method
[20571819]), the constructed Bernoulli neural network can find the optimal num-
ber of hidden-neurons and achieve the best performance in very short time (e.g.,
within 0.7s; see the third column of Table [). Besides, the average errors of
training and testing are both very tiny, which are shown in the rightmost two
columns of Table [l as well as in Fig. [0l so that we see little difference between
the expected target output (denoted by blue dashed curves) and the neural-
network output (denoted by black asterisk curves). This might reveal the ex-
cellent approximation ability of Bernoulli neural network trained by WDD and
SAD algorithms [8I9]T0]. Before ending this section, it is worth mentioning that,
after training, we select 200 untrained points (with boundary-points unconsid-
ered [I7]) to test the generalization ability of the Bernoulli neural network,
and the results are excellent which are shown in the last column of Table [l

6 Conclusions

To remedy the weaknesses of conventional BP neural networks, a novel type of
forward neural network is constructed by using the linearly-independent
Bernoulli polynomials to be the hidden-layer activation functions. Different from
using the conventional gradient-based methods [2BI7I8[9] for BP iterative-
training algorithms, we propose a pseudoinverse-based weights-direct
-determination (WDD) method [910], which could now calculate the neural-
network weights directly (just in one step and with no more lengthy/
time-consuming BP iterative training procedure). Moreover, based on the
weights-direct-determination method, a structure-automatic-determination al-
gorithm is further proposed for the neural network, which could determine the
optimal number of hidden-layer neurons much more effectively, rapidly and de-
terministically. Theoretical analysis and simulation results have both substanti-
ated the efficacy and superiority of the proposed Bernoulli neural network and
algorithms.
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Appendix: The 5th through 20th Bernoulli Polynomials
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Extension of Stochastic Dynamical System
Involving Generalized Brownian Functionals
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Abstract. Applying white noise analysis theory, an extension of the
stochastic dynamical system involving generalized Brownian function-
als and anticipating diffusion coefficient is proposed, moreover, as it has
been shown in the proof of theorem 3.1 that the Picard’s iteration works
rather well in the U-functional method in the extended system.

Keywords: White noise calculus; U-functional; Generalized Brownian
functional; Wick product.

1 Introduction

Usually, a stochastic dynamical system may be viewed as a stochastic differential
equation where some of the coefficients are subject to white noise perturbations.
Perhaps the most celebrated example is the diffusion system formulated by the
Ito type stochastic deferential equation as below:

dXt = b(t, Xt)dt+0(t7Xt)dBt, (1)

where B; = B(t,w) denotes “white noise” (i.e. Brownnian motion), which repre-
sents random fluctuations due to changes in the environment.

Quite often, however, the nature of the noise is not “white” but biased in some
sense. Applying Hida’s white noise analysis theory as a framework, in this article,
we set up a new model which extended the system of (1.1). In our extended
stochastic system, not only the noise is not need to be “white” ( in fact, it may
be any generalized Brownian functional), but also the diffusion coefficient is not
need to be non-anticipating. As well as, we point out that in the U-functional
method the Picard’s iteration works rather well.

2 White Noise Spaces

Since white noise is so fundamental for our construction, it is necessary to recall
some basic facts about Hida’s white noise calculus and one can refer to [1-3] for
some more details.

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 46 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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Let S(R) be the Schwartz space of real-valued rapidly decreasing functions
on R, Tts dual space S’(R) consists of the tempered distributions. Then we have
get the following Gel’fand triple:

S(R) c L*(R) C S'(R).

Let u be the standard Gaussian measure on S’(R), i.e. its characteristic func-
tion is given by

| d=duo) = B, gesm)
S’(R)

where < -,- > is the pairing of S’(R) and S(R), and | - |2 is the norm of L*(R).
We call (S'(R), 1) the white noise space.
Denote (L?) = L?(R), for any p > 0, define the Sobolev space as bellow:

w»={we@%wmufﬂwwfﬂb<m}

where A = —(;;)2 + 2% + 1 and I'(A) is the operator of second quantization
of A. Let (5); be the dual space of (S),, and (5)* be the inductive limit of
{(S)y = p = 0}, (S) be the projective limit of {(S5), : p > 0}. We have the
following continuous inclusion maps:

(S)c(S)pcT)cB)yc(s), p=0.

p

We will call (S) the space of test functionals and (S)* the space of Hida distri-
butions(or generalized Brownian functional).
For any ¢ € (L?), the following S-transform was introduced by Hida(1980):

SiAlie) =M [ o), e sm

Noticing, for any £ € S(R), exp(< -,§ >) € (S), we can extend the S-transform
to (S)*. We will call this extension the U-transform. For any & € (S)*, its
U-functional is defined to be

Ud)(€) = e 216 « @,e<¢> > ¢ e S(R),

where < -, - > is the pairing of (S)* and (S). We can define the Wick product
@ o ¥ of two Hida distributions @ and ¥ as the Hida distribution with the U-
functional given by

Ul@ o¥)(§) = U[2](E) - UP](E), €€ S(R).

For any ¢ € (L?), the Hida derivative 9, of ¢ is defined as

ﬂt‘P = 871 8907 pE (L2)7

5
d&(t)
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where ¢ € R and 65‘275) is the Frchet derivative. Denote ¥} the adjoint operator
of ¥4, the following integration is called Hitsuda-Skorohod integration:

/0 Ii(s)ds, € L3(R, (L?)).

where ¢(t) is not need to be non-anticipating.

3 Hitsuda-Skorohod Type Model with Anticipating
Diffusion

Lemma 1. [2] Suppose ¢(¢) is non-anticipating and E(fo1 ¢(t)?dt) < co. Then

/ o(t)dB(t) = / D p(t)d. ()
0 0

Remark. The left hand side of (2) is Ito integral. Lemma 1 shows that the
Hitsuda-Skorohod integral is an extension of Ito integral and the integrand func-
tion in the right hand side is not need to be non-anticipating.

In the sense of Hitsuda-Skorohod integral, the model (1) can be extended as
the following, where the diffusion is not need to be non-anticipating.

thi(tt’W) = f(t, M"(t,w)) + D70 (t, M"(t,w)) with M"(0,w) =M. (3)

Equivalently, (3) can be written as below:

M*(t,w):M8‘+/0 f(s,M*(s,w))der/o Fro(s, M*(s,w))ds. (4)

We will point out that in the U-functional method, the Picard’s iteration
works rather well for the model (4).

Theorem 1. In model (4), let f,o : [0,1] x (S)* — (S)* satisfy the following
conditions:
(i) For any = € R and £ € S(R), we have that

1 1
/ [ULf( 2)]()dt < oo, / [Ulo(t, )](§)dt < oo.
0 0

(ii) For any @ € (S)*, there exist some p > 1 such that f(t,®), o(t, ) € (5);,
for all t € [0,1].

(iii) There exist constants C1,Cy > 0 such that for any @q,P5 € (S)*, £ €
S(R) and t € [0, 1], we have

ULf(t, 20)](§) = U[f (. P2)(E)I* < CFUI1](S) — U2 (©) P,
Ulo(t, 21)](§) = Ulo(t, $2)](€)]* < CIUIB1]() — U] ().
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Then there exists uniquely a weak solution of the integral equation (4) in the
space (S)* of generalized Brownian functionals.

Proof. At first, we prove the uniqueness. Suppose that both M;" and M in (S )*

are the solutions of (4). Denote Fy and F; are the U-functionals of M; and Mt*,
respectively. From the Lipschitz condition of (iii), we have that

F(6) - File |<\ / (©)ds /tUwsM)J(s)d

‘/g (s, M?)] ds—/g (s, M2)](€)ds

<o / UIMZ](€) — UIMZ](€)|ds
- Cole] / UMZ](€) — U[VE)(€)|ds

= (C) + Calé]oc) /0 Fu(€) — Fu(€)ds.

where €| = sup|£(t)] : 0 < ¢ < 1. By Gronwall’s inequality, we have F;(§) =
Fy(§) for any £ € S(R), This means that M, = M;. Now we define

¢ t
M:(O) = Mg, M:(n+1) = MEH_/ f(s,MS*("))ds—&—/ ﬁ:U(S’MS*(n))dS’ n>0.
0 0
Denote Ft(n) the U-functional of Mt*(n), then
(0) = M,
¢
F©) = My + [ UL M) s+ / £(5)Ulo(s, MZ™)|(E)ds, n> 0.
0
From Lipschitz condition (iii), we have
t
n+1 n n n—1
F(0) — FO) < (€1 + Calel) [ 10 = RV @)l

So, for any t € [0,1] and £ € S(R), we have
[E(©) - B Q)

t1 th—1
< (C1 + Caléloe)™ // / \FV (&) = FO0)|dtdt, o - dty

s<n!>1<cl+02|s|oo>”t”( / U156 MO s+l [ |U[o<s7Ma‘>1<5>|ds).
Consequently,

sup |FMPD (€)= B (9]
0<t<1

1 1
< )7+ Callo” ([ WL M@ + e [ U0t 031 ).
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By condition (i), we get that {Ft(") (&) : n > 0} is convergent uniformly on [0, 1]
for any £ € S(R). Set F,(€) = limy oo F{™ (€) and note that

Ft(n)(g) = efélﬂg < M*(n)’e<'7§> > .

So
hm < Mt*(n),€<.’£> >= Ft(§)€75|§|§

n—oo

Since span{e<+*> : ¢ € S(R)} is dense in (), then we have proved that
{Mt*(") :n > 0} is convergent uniformly in a dense subspace of (.5).

On the other hand, from condition (ii), there exist constants D1, Dy > 0, such
that

F©) < Dieap(Dalel,).

this means that there exist constants ¢ > 0 and L > 0, such that
Mgy <L, Vte[0,1], n>0,

where || - ||2,—4 is the norm on Sobolev space (S);. Then {Mt*(") :n > 0} is
convergent weakly in (S)* with limit M}, that is

lim < M;", 0 >=< M/, 0>,  peSR),

n—oo

or
F) =e 2l « My e > peS(R).

This means that F; is the U-functional of M} and we have

F(6) —M5‘+/0 U[f(saM;“)](é)dSJr/O §(s)Ulo(s, M)](§)ds.

That is . .
M :M5‘+/ f(&Mj)ds—&—/ io(s, M7)ds.
0 0

4 Model Involving Generalized White Noise Functional

Theorem 2. Let ¥ € (S5)*, then ¥;¥ = B'(t) o ¥, where B(t,w) =< w, I|g,4 >,
t >0, w e S'(R) is Brownian motion, B’(t) is the Hida derivative of B(¢), ¢ is
the Wick production.

Proof. For any ¢1,P, € (9)*, £ € S(R), we have
Ul@1 0 P,](€) = U[P1](€) - U@ (£)-

Then
U[B'(t) o ¥](§) = U[B'(1)](€) - U](E)-
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Note that U[B’(t)](§) = £(t), and then

UB'(t) o ¥])(€) =&(t) - UF)(E), &€ S(R).
On the other hand,

Ul o] =&£(@) -U(§), €€ SR).
Consequently,
U] = UIB'(t) o #)(§) € € S(R).
That is 9;¥ = B/(t) o ¥.
From Theorem 2, we have ¥;o(s, M*(s)) = B'(s) o o(s, M*(s)), this means
that (4) is equal to

M*(t) = M} +/0 f(s,M*(s))der/o B'(s) o o(s, M*(s))ds. (5)

Note that B'(t) € (S)*, for any generalized white noise functional 0(t) € (S)*,

the integral fg 0(s)oo(s, M*(s))ds makes sense. Then the model can be extended
as the following form:

M*(t) = My +/0 f(s,M™*(s))ds —i—/o 0(s) o o(s, M*(s))ds. (6)

Remark. Since 6(s) in model (6) may be any generalized white noise functional,
so the white noise which results in the random perturbations is not need to be
“white” in our extended system.

Similarly, we can prove the following result.

Theorem 3. In model (6), suppose that f and o satisfy the conditions (i)-(iii)
in theorem 1 and 6 : [0,1] — (S)* satisfy:
(A) supgc;<1 [U[B(1)][(E) <00, & € S(R);
(B) There exists ¢ > 1, such that for all 0 <t < 1, 6(t) € (5);.
Then there exist uniquely a weak solution of the integral equation (6) in the

space (S)*.
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Abstract. A novel approach using Hidden Markov Model (HMM) for
the task of finding prices of products on internet sites is proposed in this
paper. The proposed Information Extraction System based on HMM
(IESHMM) utilizes HMM for its capability to process temporal informa-
tion. The proposed IESHMM first processes web pages that are returned
from search engines and then extracts specific fields such as prices, de-
scriptions, locations, images of products, and other information of inter-
est. The proposed IESHMM is evaluated with real-world problems and
compared with a conventional method. The results show that the pro-
posed TESHMM outperforms the other method by 22.9 % and 37.2% in
terms of average recall and average precision, respectively.

1 Introduction

Information extraction can be defined as a process of filling fields in a database by
automatically extracting information or knowledge from unstructured or semi-
structured documents. Web pages are not well structured and there is no schema
to describe the contents of web pages. Models can be largely categorized into
three classes for information extraction (IE): dictionary-based models[T], rule-
based models[2], and statistics-based models [3]. When compared with many
other techniques used in statistics-based methods, the Hidden Markov Model
(HMM) has a strong theoretical foundation with a well-established training al-
gorithm and HMM can process data quite robustly. In fact, HMMs have been
successfully applied to information extraction problems including various speech
recognition tasks. The HMM implemented by Leek [3] was intricately designed
for the task of extracting (gene name and chromosome location) pairs from
scientific abstracts in the medical domain. The success of a HMM lies in its
dependence on parameter estimation algorithms that allows training of data-
dependent parameters.

The process of extracting information from the result pages yielded by a
search engine is termed as web information extraction. Earlier studies relied on
training and human assistance or generating extraction rules for web pages. Re-
cently, several automated or nearly automated IE methods have been proposed

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 52 2009.
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as follows: Product extraction from the Web (PEWEB) [6], Object mining and
extraction system (OMINI) [§] and Information extraction based on Pattern Dis-
covery (IEPAD) [7]. IEPAD parses the HTML content of the web pages into a
string and then uses a Patricia(PAT) tree with some heuristics to find the can-
didate patterns. The best pattern can then be chosen by the human user. Thus,
IEPAD is a near-automated extraction method. This method shows a limited
performance due to limitations of the PAT tree. OMINI, meanwhile, builds a tag
tree from an input web page, and then applies some heuristics to extract a sub-
tree that may contain the data records of interest. A separator that is found by
another set of heuristics is used to segment the sub-tree into data records. The
separator contains only one HTML tag. However, it is insufficient to separate
the data region to extract the data record. Rather than building a HTML tree
as in the other approaches, PEWEB takes advantage of entropy measurement to
identify a product region containing potential products. The product description
results are the sub-tree node that has a high entropy ratio.

In this paper, we propose an Information Extraction System based on HMM,
called IESHMM, to extract prices of goods on the internet. From a large number
of web pages relevant to prices of goods appearing on the internet, the proposed
approach can help to extract the prices of goods of interest with maximal accu-
racy. When the numerous prices on web pages regarding a good of interest can
be transformed into structured data and stored in a database, users will be able
to obtain the information accurately.

The remainder of this paper is organized as follows: A brief review of HMM
is presented in Section 2. Section 3 presents the proposed IESHMM. Section 4
describes an actual implementation of IESHMM and experiments involving a
practical price extraction problem and presents results including comparisons
with a conventional PEWEB algorithm. Finally, Section 5 concludes the paper.

2 Hidden Markov Model

A Hidden Markov Model (HMM) is a statistical model in which the system
is assumed to be a Markov process with unknown parameters and the hidden
parameters are found from the observable parameters. In a HMM, the state is
not directly visible, but variables influenced by the state are visible. Each state
has a probability distribution. HMMs are especially useful for their applications
in temporal pattern recognition including speech recognition.

A discrete output, a first order HMM, is a finite state automaton and can
be represented by a 5-tuple {S, V, IT , A, B} where S is a set of values for the
hidden states, S = {s1...sx}, IV is the total number of possible states; V' is a set
of values for the observations V' = {v1...ux}, M is the total number of possible
observation values; IT is a set of initial probabilities for all the states, IT = {m;},
i=1,2, .., N; Ais a mapping defining the probabilities of each state transition
A ={P(q— ¢')} ;and B is a mapping defining the emission probability of each
observation value on each state, B = {P(q 1 o)} [10].
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There are three basic problems to solve for a HMM:

— Problem 1: Given the observation sequence, O = 010;...Op, and a model,
A = (4, B,II), how to efficiently compute P(O |\), the probability of the
observation sequence, given the model.

— Problem 2: Given the observation sequence, O = 0105...Op, and a model,
A = (A, B, IT), how to choose a corresponding state sequence, Q = q1¢2...9T,
which is optimal to generate the observation sequence. The optimal measure
can be the maximum likelihood.

— Problem 3: How to adjust the parameters A = (A, B, IT) to maximize the
likelihood of all observation sequences.

In this paper, we mainly focus on Problem 3 for training model parameters
and Problem 2 for extracting data records.

3 Information Extraction System Based on HMM

The proposed IESHMM shown in Fig. [ consists of five components such as
Page retrieval, Segmentation and Parser, Segment filter, Observation creator,
and Extractor.

The input of the proposed IESHMM is the URLs of a search engine’s interface,
which contains the names of the product types. The output of the system is the
list of extracted slots of each product: name, price, image, and URL. Usually a
web page is a HTML document that contains a sequence of tag delimited data
elements. The HTML segment tree is built by the nested blocks of the HTML
tags in the web page. A segment is a group of elements and is used as a unit

Segmentation |, Page
& Parser N retrieval
Segment
filter

[ 3

Observation seki | | |
creator Dictionary
Extractor » |Result data

Fig. 1. Overview of the proposed information extraction system
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Segment tree
|m|
HTML page
<htmi><title>Laptop pricing</titie> |pamgraph | | Table |
<p>price of laptop</p>
<table>
<tr><td> ——l
<table>
<tr><td>Sony VAIO 1.6 GHz Pentium M Laptop</td> text | Table | | Table |
<td>$1,029</td></tr></table> - .
<table> price of laptop’
<tr><td>Dell Inspiron 6000 Notebook</td>
<td>$1,440</td></tr></table> | text || text | | text | text |
<ltd></tr>
</table> “Dell Ins
“Sony VAIO  “$1,029” spiron  “$],440"
</htmI> 1.6 GHz § 6000 PC s
Pentium M Notebook™
Laptop”

Fig. 2. A HTML document and the corresponding segment tree

in our model. Four major segments are paragraph, table, list, and heading. A
HTML document is the largest segment. An example of a HTML page and the
corresponding segment tree is shown in Fig. 2l The product region is identified
by finding the existence of multiple similar nodes of a tag node with the following
properties:

— All nodes have the same parent.
— The nodes are adjacent.
— The node contains the name of the product or the currency units.

The segment filter decides which segment belongs to the product segments. The
adjacent segments containing product names, description, images, and prices are
then grouped into a larger segment for the observation creator. For the purpose of
IE, a segment is represented as an input observation for a trained HMM. Each type
of product has a different HMM, which has the same HMM structure but different
initial and transition probabilities. Extracted slots are modelled by target states.
The most probable state token is then found by using the Viterbi algorithm [10].
The HMM employed in this approach is used to extract multiple slots simultane-
ously while the HMM adopted in [9] uses a separate HMM for each slot.

In order to train the HMM model for each product of interest ( for example,
laptop, USB flash drive, web camera, and computer mouse), observations that
consist of 100 HTML pages obtained by the returns from a commercial search
engine are used as a training data set. The maximum likelihood (ML) algorithm
is generally used to label the training data and the Baum-Welch algorithm is used
for partially labelled or unlabelled training data. Three parameters are required
in the training process: the initial probability 7, the transition probability matrix
A, and the emission probability matrix B.

1(i)
N
> 1()

j=1

T =

, 1<i<N. (1)
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0
product .
natme

<:> Target state

Fig. 3. A trained HMM for extracting usb flash drive problem

where I(-) is the initial probability that a sequence starts from a specific state
and N is the number of states included in the model.
Each element a;; in the transition probability matrix A is defined as follows:

Ci;j
N
> Cik
k=1

where C; ; is the number of transitions that transmit from state S(i) to state

S()-

The emission probability matrix element b;(V}) is defined as follows:

E; (Vi)
M ’
; E; (Vi)

where E;(V}) is the number of times that one token Vj is emitted at specific
S(3)-

The trained HMM used in extracting “ usb flash drive” problem is illustrated
in Fig. Bl The emission probability of one observation is the sum of emission
probabilities of each token in the block. That is,

Qi = ) 1§7/7.7§N7 (2)

b; (Vi) = 1<j<N, 1<k<M, (3)

K
b; (O) = > b; (Ou.), (4)
k=1

where K is the number tokens in the observation.
The Viterbi algorithm is then applied to find the state sequence of the maximal
probability that matches the observation block sequence.

4 Experiments and Results

In this section, we demonstrate the performance of the proposed IESHMM using
real world data in comparison with a conventional system, PEWEB, which is
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a state-of-art web information extraction system based on HTML tag structure
analysis.

The data set for training each product contains observations of 100 URLs
returned from a general-purpose search engine, Google, and the next 100 URLs
are prepared for testing. Some typical web sites with sufficient information about
product features and prices are listed in Table[Ilwhile other web sites with irrele-
vant features are omitted. The trained HMM used in the performance evaluation
includes 8 states for labeling.

4.1 Measurement for Performance Evaluation

The performances are evaluated in terms of the precision and recall [4], which
are widely used to evaluate information retrieval and extraction systems. These
are defined as follows:

CE CE

Precision = , Recall = ,

EO CcO
where C'E is the total number of correctly extracted observations, FO is the
total number of extracted observations on the page, and CO is the total number
of correct observations (target observations). Precision defines the correctness
of the data records identified while recall is the percentage of the relevant data
records identified from the web page.

4.2 Performance Evaluation

The proposed IESHMM is evaluated and compared with PEWEB [5] on a real-
world problem. In PEWEB, a product description or a data record is considered
as a block containing both the product information and the noisy information.
This implies that it contains not only useful information such as : name, manufac-
turer, price, images, and descriptions, but also advertisements, links, navigation
components, etc. In some cases, an extracted data record contains two different
products. Thus, a genuine data record can not be properly produced from the
extraction. That is, it may not be advisable to save a genuine data record from
the extraction in separate slots in the database for later use. Unlike PEWEB,
the proposed IESHMM can handle the web pages deeper, because it is able to
extract the specific field of the data record: image, name, price, and URL without
including noisy objects.

Table [ illustrates results of the performance comparison between the pro-
posed IESHMM and PEWEB. A total of 18 web sites containing different for-
mats and product information are evaluated in this experiments. In Table [T
column 2 lists the URL of each site. Due to long URLs of most pages, some
details are omitted. The listed web pages are returned from a commercial search
engine, Google, and the web pages include sufficient information about product
features including prices, images, and descriptions regarding the specific prod-
ucts such as usb flash drive, laptop, web camera, computer mouse, etc. In our
experiments, some products related to computers are used as sample queries to
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Table 1. Performance Comparison between IESHMM and PEWEB

No. web sites Product IESHMM PEWEB
Rtn Correct Rtn Correct
1 www.flash-memory-store.com 21 16 16 26 20
2 www.tigerdirect.com 19 16 16 11 2
3  www.supermediastore.com 32 30 28 38 29
4  www.usbflashdrivestore.com 25 24 24 27 24
5 www.buy.com 15 14 14 9 0
6 www.ecost.com 25 22 22 25 25
7 www.overstock.com 11 10 10 14 10
8 usbflashstore.com 25 24 24 27 25
9 shopping.aol.com 16 16 16 9 7
10 www.pricespider.com 10 10 10 15 0
11 www.usanotebook.com 27 21 21 28 27
12 www.dealtime.com 21 17 17 16 5
13 www.geeks.com 28 12 12 55 28
14 www.nextag.com 11 10 10 15 0
15 www.kenzo.com 16 13 13 20 16
16 WWW.mysimon.com 25 21 21 0 0
17 www.pricewatch.com 15 15 15 33 15
18 computing.kelkoo.co.uk 20 17 17 5 5
Total 362 308 306 378 238
Recall(Rc) and Precision(Pr) Rc : 84.5% Rc: 65.7%

Pr:99.3% Pr:62.1%

evaluate the performance of information extraction systems. Column 3 shows
the number of target products available in the corresponding URL. Columns 4
and 5 are the number of extracted products and correctly extracted products of
the proposed IESHMM, respectively. The next 2 columns are the results of the
PEWERB system.

As shown in Table[I] the average recall obtained by the proposed IESHMM
is 84.5% while recall of 65.7% is obtained by PEWEB. The improvement of
IESHMM over PEWEB in terms of the average recall is 18.8%. With respect to
the extraction precision, the proposed IESHMM proves to be a more powerful
tool for the information extraction. The average precision obtained by the pro-
posed IESHMM is 99.3% while precision of 62.1% is obtained by PEWEB. The
improvement of IESHMM over PEWEB in the average precision is 37.2%.

5 Conclusion

In this paper, a novel and effective information extraction method using HMM
to extract product prices from internet is proposed. This method can correctly
identify the data region containing a product record. When a data region con-
sists of only one data record, most of the conventional algorithms fail to correctly
identify the data region. Furthermore, most web pages fail when one or more
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advertisements separate the series of data records to two or more data records.
The proposed IESHMM works correctly in both of the above cases. A vital ad-
vantage of the proposed IESHMM method is that the extracted data record is
put into a suitable collection format that can be easily stored in a relational
database. This collection data can be further used for various knowledge dis-
covery applications. The proposed IESHMM method overcomes the drawbacks
of the conventional PEWEB in processing HTML contents. Experiments show
that the proposed IESHMM outperforms the PEWEB method significantly in
terms of precision and recall.
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Abstract. The major problem of existing intrusion detection using neural
network models is recognition of new attacks and low accuracy. The paper de-
scribes an intrusion detection method based on workflow feature definition ac-
cording to KDD cup 99 types with feed forward BP neural network. The work-
flow can define new attacks sequence to help BP neural network recognize new
attacks. The method takes network traffic data to analyze and classify the be-
haviors of the authorized users and recognize the possible attacks. The experi-
ment results show that the design is effective.

Keywords: IDS, BP, Neural Network, Workflow.

1 Introduction

Network intrusion detection is an important area in computer security in recent years.
It is difficult for most of the currently available network security techniques to cope
with the dynamic and increasingly complex nature of the attacks on distributed com-
puter systems. Intrusion Detection System (IDS) still faces some challenges such as
low detection rates, high false alarm rates and requirement of heavy computational
power. The major problem of existing models is recognition of new attacks, low accu-
racy and system adaptability.

To overcome these difficulties, there are lots of techniques for intrusion detection
by Neural Networks. Intrusion detection system using evolutionary neural networks
can predict attacks in a network environment [2]. Strategy of dynamic change learn-
ing rate value in BP neural network improves the learning rate in BP network [3].
Fuzzy adaptive resonance theory neural network and rule heuristics are used to build a
model of intrusion detection in database security management [4]. Intelligent methods
for IDS are hot spots in the field of network security. The genetic neural network
based on the genetic algorithm is applied in IDS [5]. The method of recognition of
attack class combines principal component neural networks with multilayer
perceptrons [6]. Intrusion detection system based on self-organizing maps and back
propagation network is used for visualizing and classifying intrusion [7]. Innovative
machine of learning algorithm utilizes semi-parametric learning model and adaptive
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boosting techniques to reduce learning bias and generalization variance in difficult
classification [8]. Feature selection is important for intrusion detection system. There
are some methods of identifying intrusion and normal pertinent features and evaluat-
ing the applicability of these features [9]. Multilayer perceptions for classification of
network intrusion detection data are characterized by skewed class distributions. In-
vestigated methods include oversampling, under sampling and generating artificial
data records [10].

This paper describes an intrusion detection method based on workflow feature
definition with feed forward BP neural network. The workflow can define new attacks
sequence to help BP neural network to recognize new attacks. The method takes net-
work traffic data to analyze and classify the behaviors of the authorized users and
recognize the possible attacks.

2 Dataset Description

2.1 Attack Types from KDD 99

Many researchers use the datasets in the KDD Cup 99 intrusion detection competi-
tion to evaluate machine learning techniques. The KDD Cup 99 intrusion detection
datasets are based on the 1998 DARPA initiative. The 1998 DARPA Intrusion De-
tection Evaluation Program was prepared and managed by MIT Lincoln Labs. They
set up an environment to acquire nine weeks of raw TCP dump data for a local-area
network simulating a true Air Force environment and peppering it with multiple
attacks. Additional machines are used to generate traffic and a sniffer that records
all network traffic using the TCP dump format. The simulation runs for seven
weeks.

A connection is a sequence of TCP packets starting and ending at some well de-
fined times, between which data flows to and from a source IP address to a target IP
address under some well defined protocol. Each connection is labeled as either nor-
mal, or as an attack, with exactly one specific attack type. The traffic is made up by
normal connections and attacks that fall into one of five categories:

Probing: surveillance and other probing, preparing the attack, for example: ping
sweeping, port scan, probing the FTP, SMTP, HTTP service ICMP scanning and
SO on.

Denial of Service (DOS): clogs up so much memory on the target system that can-
not serve its users, for example: ping of death, teardrop attacks, SYN-Flood attacks,
Smurf attacks, UDP-Flood attacks, Distributed DOS attacks and so on.

Remote to Local (R2L): unauthorized access from a remote machine, for example:
guessing password, restarting your computer, downloading your files, control your
computer and so on.

User to Root (U2R): unauthorized access to local super user (root) privileges, for
example: buffer overflow attacks, rootkit Trojan and so on.

Other Type: including unknown attack types and reserved attack types. The train-
ing attack type is shown as table 1:
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Table 1. Training attack types with unknown feature from KDD cup 99

DOS R2L U2R Probing Other Type
back ftp_write buffer_overflow ipsweep mobile attack
land guess_passwd  loadmodule nmap new attack
neptune imap perl portsweep unknown attack
pod multihop rootkit satan reserved attack
smurf phf
teardrop spy

warezclient

warezmaster

2.2 Input Vectors with Workflow Feature Definition

The BP algorithm needs a set of examples of network behaviour. Where vector P is an
input to the network.

ey

The output vector is represented by a in equation 1. The pis multiplied by the ma-

a' =log sig(IW“p + bl)

trix weight w to form wp and added by bias b . The transfer function is logsig.

The length of input vector P is 64 bits. The vector P includes four parts as follows:

State: record invader attack state, for example: TCP, UDP, ICMP,
SYN_RECEIVED, ESTABLISHED, packet size and so on.

Intention: recording invader intention action, maybe not happen actually and
maybe will really happened, for example: download, key record, upload, inserting
remote thread and so on.

Workflow: recording invader’s actually attack steps. It must be happened, for ex-
ample: attack_ID with prior pointer and next pointer. The workflow is multi structure
with double-link node.

Error Message: recording computer’s error message caused by invader to help IDS
find potential invade, for example: network unreachable, host unreachable, time ex-
ceed and so on. The input vector P is shown as table 2:

Table 2. Input vectors according to attack workflow feature definition

State(16bits) Intention (16bits) Workflow(16bits) Error message(16bits)
TCP/UDP/ICMP Download intention  attack head Network unreachable
syn_received Key record intention ~ Prior attack pointer Host unreachable
established Upload intention Attack_ID_1 Proto unreachable

packet size
packet sequence
port

address type
Other state

Insert thread
Register Table
IDT hooking
SSDT hooking
Other intention

next attack pointer
Prior attack pointer
Attack_ID_2

next attack pointer
Other workflow

Source route failed
Source host isolated
Time exceed

Bad length

Other error message
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2.3 Attack Workflow Feature Definition Analysis with Windows Workflow

The workflow structure is a double-linked list. The structure is helpful when you want
to build the attack event sequence. It's easily to find the prior attack event or next
attack event while you locate one of the attack events. You can also build binary tree
structure or crossing double-linked list. Different structures indicate different type
attack. When the input vectors can give accurate description of attack event, the neu-
ral network can get high recognize percentage.

We use Windows Workflow Foundation (WF) to help us analysis the workflow at-
tack feature definition. WF is part of the .NET Framework 3.5 for Visual Studio 2008.
WF makes it possible, and for many workflow scenarios, even easy to create robust,
manageable workflow-based applications.

WF allows you to create two different types of workflows: sequential, and state
machine. Sequential workflows provide a structured series of steps in which one ac-
tivity leads to another, and steps generally occur immediately one after another. State
machine workflows provide a set of states; transitions between the states define the
behavior. In general, state machine workflows react to events which move the work-
flow’s current activity from one state to another.

We can choose sequential or state machine workflow project to analysis the attack
workflow feature definition. Make sure the relationship between the state and feature.
The accurate attack workflow feature definition can improve recognize efficiency of
neural network.

2.4 Target Vectors of Feed Forward BP

Vector T is the corresponding target output. As each input is applied to the network,
the network output is compared to the target.

The target T has 26 vectors according to training attack types.This element was
used during training as the target output of the neural network. The target vector is
26-demension column vector. Each vector T ranges from zero to one. When the corre-
sponding bit value is one, it indicates the target attack type would happen.

The vector T is defined as follows:

Target_DOS_back =[100000000000000000000000001"

Target_DOS_land =[010000000000000000000000001"

Target_DOS_neptune =[001000000000000000000000007]"

The other target attack vectors can be done in the same way.

3 Training Procedure with Feed Forward BP Network in IDS

3.1 Architecture of Feed Forward BP in IDS

The architecture of Feed Forward BP is three-layer structure. It’s train function is
traingdx and perform function is sse.
BP_IDS_net=newff(minmax(P),[10,26],{'logsig','logsig'},'traingdx");
The feed forward BP neural network architecture is shown as Figure 1.
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Fig. 1. Two-layer feed forward BP network architecture

3.2 Training Neural Network with Corrected Attack Dataset

The BP neural network was trained with the input data. When the generated output
results don’t satisfy the target output result, adjust the error from the distortion of
target output.

We import KDD Cup 99 correct data set to SQLserver2005, use business intelli-
gent development visual studio to build analysis services. After analysis of the cor-
rected data, we build our own corrected attack set according to predefined train attack
types and target vectors. The corrected attack data set comes from national research
centre of anti computer intrusion and virus defence. The number of attack records is
twenty thousand items.

The quality of corrected attack set influence greatly the accurate target vectors rec-
ognize. We retrain or stop training the network depending on this error value. Once
the training is over, we store the knowledge it acquired. When the train is over, we
can detect the abnormal behaviour. The output will express the whether the input
pattern is normal behaviour or not.

The algorithm should adjust the network parameters in order to minimize the sum
square error. The italic letter t is target value and a is output value in equation 2.

N

we=3 () =% -a) o

i=1

3.3 Training Network with Test Attack Dataset

The test data of KDD Cup 99 has two data sets. One is complete dataset with 406M,
the other amount database is 10 percent of the complete database about 42.6M. Be-
cause we use another corrected database different from KDD Cup 99, we can’t use the
test dataset as training data. But we modify our test attack data set according to the
test data structure of KDD Cup 99.

In order to simulate the real attack, we insert noise data into the corrected attack
dataset. The noise average value set to zero. The noise mean square error ranges from
0 to 4. We use different noise datasets to simulate different attack. The relationship
between the noise level and recognition errors percentage of IDS is shown as figure 2.

Real lines indicate that the recognition neural network is trained by corrected
attack dataset and test attack dataset with noise data. Broken lines show that the rec-
ognition neural network is only trained by single corrected attack dataset. The multi-
training method can decrease the recognition errors percentage.
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Fig. 2. The relationship between the noise level and percentage of recognition errors

4 Results Analysis

The BP neural network has 64 bits input vectors which indicate different attack fea-
ture workflow. We changed these input vectors into double values. The double values
are show as the first graph in figure 3.

The network should been trained and tested using different data sets. It is trained
with corrected behaviours and test behaviours with some noise. The noise data is
produced by random function which is shown as the second graph in figure 3. After
being trained, the network can distinguish intruders including attack behaviours users
and normal behaviours.

The target vectors have output values 0 or 1 in the 26 output bits. Each one stands
for different attack types from KDD cup 99 dataset. The output is shown as the third
graph of figure 3.

The fourth graph of the figure 3 indicates that the recognition neural network is
trained by corrected attack dataset and test attack dataset with noise data. When the
noisy level increase, the recognition errors percentage can grow correspondingly.
When the noise level approach zero, the recognition percentage will improve
greatly.
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Fig. 3. Results of BP neural network for intrusion detection

5 Conclusions

BP neural networks with work flow features can be applied in IDS. The network can
classify normal and abnormal attacks on intrusion detection system by training and
learning. The noise level has influence on the recognition percentage. If it satisfies
precise corrected dataset with attack workflow feature and low noise level, the results
will be quite perfect. However, it’s difficulty to create perfect training test dataset.
Even the users have wonderful dataset, which does not mean the network can find all
kinds of network intrusion attack. Our research on virus using rootkit technology
describes that it’s a long way for anti-virus software or operating system, even the
neural network, to find all unknown attack. Further research might be carried out to
build a system with other types of work flow features. Moreover, a combination of
more than one type of neural networks and features from malicious code can achieve
better results.
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Abstract. Researches on neuron response to external stimulation will
provide useful insights into neural mechanism of learning and cognitive
function of the brain. In this article, a neuron described by Hodgkin-
Huxley model receives periodic spike-train inputs. The responses to in-
puts with various frequencies and synaptic conductivities are simulated.
The results show that mode-locking response pattern is the main type of
response to periodic inputs, which is consistent with general knowledge.
The mode-locking patterns as the function of the frequency and synap-
tic conductivity are given and characteristics of mode-locking boundaries
are analyzed. Furthermore, how input frequency and synaptic conduc-
tivity influence HH neuron response is in detail explained respectively.

Keywords: Hodgkin-Huxley neuron, spike-train inputs, mode-locking,
synaptic conductivity.

1 Introduction

The Hodgkin-Huxley neuron, which was first derived as a model of the squid
giant axon, shows typical dynamics of a real neuron[1]. Since the model was pro-
posed, the response patterns of HH neuron under specific inputs have received
much attention and lots of relevant researches have been completed[2-7]. Some
researchers investigated the response patterns and the related bifurcation struc-
ture of the neurons stimulated by constant or periodic currents. For instance,
Lee and Kim found mode-locking and chaotic response patterns with sinusoidal
current inputs[3]. Huber and Braun discussed the dynamical behaviors with ex-
ternal chaotic random inputs[4]. However, A real neuron of the brain receives
synaptic current transmitted by synapse instead of constant or sinusoidal cur-
rent. It has been pointed out that long-term changes in the transmission proper-
ties of synapses provide a physiological substrate for learning and memory[5]. So
researches on dynamic characteristics of a HH neuron response to synaptic cur-
rents will provide useful insights into neural mechanism of learning and memory.
Some corresponding researches have been accomplished from this perspective.
Hasegawa analyzed response patterns with different kinds of spike-train inputs
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and offered the range of input periods and synaptic conductivities for mode-
locking patterns[8]. In this paper, more detailed simulations with some differ-
ent settings are implemented and a more accurate parameter ranges are given.
Specifically speaking, the mode-locking patterns as the function of the frequency
and synaptic conductivity are given and characteristics of mode-locking bound-
aries are analyzed. Furthermore, how input frequency and synaptic conductivity
influence HH neuron response are in detail explained respectively.

2 Method

We consider a simple system with a neuron and a synapse as Hasegawa has
discussed. The neuron is described by the HH model, whereas the synapse is
described by the synaptic model of Destexhe et al which is different to the
model of Hasegawa[8-9]. when periodic spike-train inputs are applied to the
synapse, a corresponding synaptic currents are transmitted to the HH neuron.
We will investigate the response patterns of the HH Neuron to inputs with
various frequencies and synaptic conductivities.
HH model is given as follows

cht/ = —gnam®h(V — Eng) — ggn*(V — Ex) — g (V = VL) — Iyyn (1)
where V' is the membrane potential while I, is the synaptic current. The
other parameters are: C = 1uF/cm2, Eng = 50mV, Ex = —TTmV, E;, =
—54.38TmV, gna = 120mS/cm?, gk = 36mS/cm?, gr, = 0.3mS/em?. Details of
the HH model can be found in Refs[1].

The spike-train inputs can be given as a train of delta functions,

Ui(t) = 6(t — tin) (2)
n=1

where t;, is the time of the nth spike. For a periodic spike-train input, the period
of T; can be represented by T; = tin+1 — tin-

The synaptic current model is different from the model of Hasegawa. The
synaptic current is given as

Lsyn = gsynr(V = Eyn) (3)

where g5,r, is synaptic conductivity, the parameter r is the proportion of open ion
channels, and E,,,, is the synaptic reversal potential. For an excitatory synapse,
Esyn = 0. The parameter r, different from the alpha function model of Hasegawa,
is described as

dr [ aTmax(1—7) = Br, tin <t <ty +7 (@)
at | —pr, tin +7 <t <tipt1

where the parameters a = 1.1mM ~'mS™!, 8 = 0.19mS™!, Thee = 1mM,
7 = 1lms. Details of the synaptic current can be found in Refs[9].
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The HH neuron is regarded as firing when the membrane potential V' > 0mV.
The mth firing time of the output spike-train is represented by t,,,. If the HH
neuron fires more than twice, the output ISI (interspike interval) can be defined
as Tom = tom+1 — tom. S0 the average ISI of the spike-train output can be
expressed by

qg—1
o= 3" T/ (@ = 1) = (Tog — To) /(g — 1) (5)

where ¢ is the number of the spikes and ¢ > 2. if ¢ < 2, then u, — oo, which
means that the HH neuron doesn’t respond to the input persistently.

The simulation starts from 100ms and lasts 2000ms. Runge-Kutta method is
adopted and the step length is set as 0.01ms.

3 Results

For convenience, we define the input frequency f; = 1/7T; and output frequency
fo = 1/po. In this section, how the f, reacts to the parameter f; and ggy, will
be analyzed.

3.1 Three Types of Response Pattern

To characterize response pattern, we define the ratio of output to input frequency
k = fo/fi, representing the average number of spikes per period of spike-train in-
put. According to the value of k, the response of HH neuron under periodic spike-
train inputs can be roughly classified into three types, mode-locking pattern,
irregular firing pattern and nonpersistent firing pattern. If the ratio k = n/m
where n and m are positive integers, the response is classified into mode-locking
pattern. Whereas if the k # n/m, the response is classified into irregular firing
pattern. For nonpersistent firing pattern, the k is almost 0. Two typical mode-
locking response patterns and an irregular firing pattern are shown in Fig.1. The
input frequencies are the same while the synaptic conductivities are different.
The mode-locking response pattern of 1/1 will appear if synaptic conductivity
Gsyn = 120uS/em?; while the pattern of 1/2 will appear if gsy, = 92uS/cm?.
The neuron will respond with irregular firing pattern if gs,, = 95uS/cm?.

The responses to periodic spike-train inputs with various frequencies and
synaptic conductivities are numerically explored and the ratio k is calculated.
The input frequencies range from 10Hz to 200 Hz and synaptic conductivity
range from 50u.S/em? to 2505 /em?. The ratio k = 1 when synaptic conductiv-
ity gsyn = 2501S/em? and input frequency f; = 10H 2. Then with the decreasing
of gsyn and increasing of f;, k decreases from 1 to 0. When gy, is low enough,
nonpersistent firing pattern with k¥ = 0 will appear no matter how high f; is.
According to the calculated value of k, the main form of k is k = 1/m with
m = 1,2, 3, representing the mode-locking of 1/1, 1/2 and 1/3 respectively. The
response patterns of k& # 1/m should be classified into the irregular firing pat-
terns. So it can be concluded that the mode-locking pattern is the main type of
response to periodic spike-train inputs.
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Fig. 1. The two typical mode-locking response patterns and an irregular firing pattern
to periodic spike-train inputs with frequency f; = 59Hz. U, is the periodic spike-
train input, V1 is 1/1 mode-locking response pattern with gsyn = 120,uS/cm2, V2is
1/2 mode-locking pattern with gsyn = 92uS/cm2, V3 is irregular firing pattern with
Jsyn = 95uS/cm2A

3.2 Characteristics of the Pattern Boundary Curves

To show the features of HH neuron response, it is useful to give the parameter
ranges of input frequency and synaptic conductivity for each response pattern.
So we depict the boundary curves of 1/1, 1/2 and 1/3 mode-locking and non-
persistent firing pattern in the parameter space of f; — gsyn as given in Fig. 2.
The boundary curves divide the parameter space into the mode-locking and non-
persistent firing regions, and the irregular firing regions locate between them.

Let’s consider the characteristics of the boundary curve for nonpersistent fir-
ing pattern firstly. For excitatory synapse, the higher synaptic conductivity is,
the easier the postsynaptic neuron get fired. So the HH neuron can fire per-
sistently only if gsy, is more than a minimal value, which can be defined as
Gsyn» Tepresenting the boundary of nonpersistent firing pattern. The g,,,, as a
function of the input frequency f; can be seen in Fig.2. When input frequency
fi < 50Hz, the g, ~ 82uS/cm?. When f; > 50Hz, the g,,,, rises mainly and de-
creases occasionally as input frequency increases. For example, the g,,,, increase
to 2511uS/em? when f; is 200Hz.

Then consider the characteristics of the boundary curves for mode-locking
patterns. There are three kinds of mode-locking regions in the parameter space
of fi— gsyn, the mode-locking of 1/1, 1/2 and 1/3. It can be seen from Fig. 2 that
the upper boundary curve of the mode-locking of 1/2 and 1/3 are all upward
smoothly. It is interesting that the lower boundary curve of 1/1, 1/2 and 1/3 are
all mainly upward with short uplift segment. Take the mode-locking of 1/2 for
example, as input frequency increases, it goes upward at first, then it falls down
a little, at last it goes upward again.
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Fig. 2. The 2-dimensional phase diagram of the ratio of k£ in the parameter space of
fi — gsyn. The parameter regions labeled 1/1, 1/2 and 1/3 is corresponding to 1/1,
1/2 and 1/3 mode-locking pattern respectively, the regions labeled * is corresponding
to irregular firing pattern, and the region labeled # is corresponding to nonpersistent
firing pattern.

3.3 How Input Frequency Influences the Response

The phase diagram of the ratio k show how input frequency influences the re-
sponse of a HH neuron with synaptic conductivity given. For example, with
Gsyn = 200uS/em?; when input frequency increases from 10Hz to 200Hz, the
response pattern is the mode-locking of 1/1, to 1/2 and then to 1/3. The dif-
ferent mode-locking response patterns mean the influence of input frequency
is nonlinear. It indicates that when a neurons is supplied with low frequency,
the neuron inclines to transfer the signal completely; when supplied with high
frequency, the neuron may compress the signal. It is especially interesting that
bigger input frequency incur fewer spikes output. For example, when the input
frequency is 68Hz, the mode-locking is 1/1 meaning one spike input will recur
one spike output, so the output spikes 68 times each 1000ms. When the input
frequency increase to 86Hz, the mode-locking is 1/2 meaning two spikes input
will recur one spike output, so the output spikes only 43 times each 1000ms.

3.4 How Synaptic Conductivity Influences the Response

As we have known, synaptic conductivity determine transmission property of
synapse, so the impact of synaptic conductivity on response pattern of a neuron
to given inputs is especially important. From Fig. 2, it can be seen that there are
more than one mode-locking response patterns as synaptic conductivity varies
with input frequency given. For example, given spike-train input with frequency
70Hz, when g, decrease from 250uS/em? to 220uS/em?, the ratio of output
to input frequency k is 1/1, representing that the output frequency maintains
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70Hz instead drops continuously. With gs,, decreasing further, the HH neuron
shows irregular firing pattern. When g, decreases to 146u.S/cm?, the response
pattern becomes the mode of 1/2 until gsy, is 95uS5/cm?. After that, the HH
neuron fire irregularly again. At last, the HH neuron can not fire persistently
when the gy, is less than 88uS/cm?. Tt is evident that synaptic conductiv-
ity have no impact on response of a neuron within one mode-locking pattern,
while the impact will be dramatic and discontinuous from one to another mode-
locking pattern. Contrary to the situation of direct current input where the
average output frequency changes gradually with synaptic conductivity varying,
the average output frequency changes discontinuously under periodic spike-train
inputs.

4 Conclusion

The response patterns of a HH neuron with periodic spike-train inputs are simu-
lated. The results show that a HH neuron will respond mainly in a mode-locking
way. The mode-locking patterns as the function of input frequency and synaptic
conductivity are given and characteristics of mode-locking boundaries are inves-
tigated. Furthermore, how input frequency and synaptic conductivity influence
the response is in detail explained respectively.

How a HH neuron responds to inputs with different frequencies is analyzed.
Generally, when a neurons is supplied with low frequency input such as 50Hz,
the neuron respond in 1/1 locked mode, which inclines to transfer the input sig-
nal completely. When supplied with higher frequency input, the neuron will
respond in 1/2 or 1/3 locked mode, which may compress the input signal.
The results might provide useful sights into signal transmission in neural
network.

How synaptic conductivity influences the response of a HH neuron to inputs
with given frequency is analyzed. There are more than one mode-locking response
patterns as synaptic conductivity varies, representing that synaptic conductiv-
ity has no impact on the response within one mode-locking pattern while the
impacts are dramatic and discontinuous from one to another mode-locking pat-
tern. Since synaptic conductivity determines transmission properties of synapse
and the long-term changes in synaptic properties provide a physiological sub-
strate for learning and memory, the results are useful for understanding learning
process.

The mode-locking response pattern is quite common and plays an important
role in synchronization, which deserves further investigation[10].
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Abstract. In this paper, we propose a neural network algorithm—multi-
start stochastic competitive Hopfield neural network (MS-SCHNN) for the
p-median problem. The proposed algorithm combines two mechanisms to
improve neural network’s performance. First, it introduces stochastic dy-
namics into the competitive Hopfield neural network (CHNN) to help the
network escape from local minima. Second, it adopts multi-start strategy
to further improve the performance of SCHNN. Experimental results on a
series of benchmark problems show that MS-SCHNN outperforms previ-
ous neural network algorithms for the p-median problem.

Keywords: p-median, competitive Hopfield neural network, stochastic
dynamics, multi-start strategy.

1 Introduction

Given a set N of n demand nodes, the objective of the p-median problem is to
select a subset F' with p facilities (median nodes), where ' C N, such that the
total distance from the remaining nodes in {N — F'} to its closest facility in F is
minimized [1]. This problem has been proven to be NP-hard by Kariv and Hakimi
[2]. So far, many sophisticate heuristics techniques have been proposed for solving
the p-median problem, including constructive algorithms, local search procedures,
mathematical programming and metaheuristic methods, such as tabu search (TS),
variable neighborhood search (VNS), simulated annealing (SA), hybrid heuristic
algorithms and so on (details can be found in the review [3]).

Since Hopfield and Tank [4] proposed a Hopfield neural network (HNN) for
solving traveling salesman problem, it have been widely used for classical com-
binatorial optimization problems, such as assignment problems, constraint satis-
faction problems, clustering problems, graph problems, etc [5]. The HNN consists
of numerous interconnected neurons, and uses a gradient descent method. This
gradient method only needs simple computational requirements, thus can poten-
tially lead to rapid solutions for implementing complex computation. Therefore,
HNN can be directly implemented in analog hardware easily due to simple com-
putational requirements and the intrinsic parallel structure.

Dominguez and Mufioz [6] firstly proposed a two-layer Hopfield neural net-
work for the p-median problem based on two types of decision variables. In
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the two-layer neural model, they organized the network in disjoint groups and
adopted the competitive rule, thus proposed the neural algorithms based on the
group-parallel dynamics and the layer-parallel dynamics (called NA-G and NA-
L respectively)[6]. In order to improve the the performance of NA-L, they also
adopted a scattering strategy to maximize the initial facilities’ dispersion, and
propose NA-L+ [6]. Noted that this maximizing dispersion problem is similar
to the maximum diversity problem (MDP), which is proved to be a NP-hard
problem [7]. Simulation results showed that the performance of NA-L+ was bet-
ter than that of VNS. However, the algorithms based on the two-layer neural
model [6] have no mechanism to overcome the local minima problem of neural
networks.

In this paper, we first propose a stochastic competitive HNN (SCHNN) by
introducing stochastic dynamics into the two-layer competitive HNN (CHNN)
to help the network escape from local minima. Then, in order to further improve
the performance of SCHNN, we adopt the multi-start strategy in the SCHNN to
propose a new neural network algorithm, called multi-start stochastic competi-
tive Hopfield neural network (MS-SCHNN) in this paper. The simulation results
on the benchmark instances show that MS-SCHNN can remarkably improve the
two-layer neural model and outperform previous neural network algorithms in
Ref.[6] for the p-median problem.

2 Two-Layer CHNN for the p-Median Problem

The p-median problem is a combinatorial optimization problem, where the fea-
sible solutions are yielded by selecting p facilities to minimize the sum of the
weighted distance from the demand nodes and its closest facility.

An integer programming formulation for the discrete p-median problem is
given by ReVelle and Swain [8], but the formulation has n? variables and n? + 1
constraints. In addition, the constraint of preventing demand points from being
assigned to an unopened facility is an obstacle to apply the neural network [3].
Due to these insufficiencies of this model, Dominguez and Mufioz proposed a
two-layer neural model for the p-median problem with 2np variables and n + p
constraints [6]. The new model of the problem is shown as follows:

n n p
Minimize Z Z Z dijTiqyjq- (1)

i=1 j=1 g=1
P

Subject toniq =1, i=1,...,n, (2)
q=1

Zyjqzlﬂ qzlu---apa (3)
j=1

where n is the considered number of demand points, p is the number of facilities,
d;; is the distance between the demand point ¢ and the facility j. In this model,
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these are two types of variables: z;; (allocation variables) and y;, (location
variables), and their definitions are as follows:

S 1 if ¢ is assigned to the cluster g,
00 otherwise,

- J 1 if jis the center of the cluster g,
Yia =0 otherwise.

Noted constraints (2) and (3) are much simpler to guarantee that one point
associates to only one cluster and there is only one facility in each cluster re-
spectively.

In order to make sure the solution validity and avoid parameter tuning prob-
lem, they divided the neural network into n + p groups based on the two con-
straints and introduced the competitive rule into the new model [6]. Thus, a
competitive HNN (CHNN) for the p-median problem is proposed, and the en-
ergy function is reduced to

n n P
E=Y"3"% dyzigyjq. (4)
The input function of the neurons is calculated as follows:

hwiq (k) = - Z dijYjq (k), (5)
j=1

n
hy,, (k) = — Z dijziq(k), (6)
i=1
where k is the iteration time, h,,, and h,, denote the activation potential of
allocation neuron z;, and location neuron y;, respectively. And the output of
the neuron is defined as follows:

1 lf h:EI ]{J —= max hz ) k ;

2ig(k +1) = (k) = max {hs,, (k)} -
0 otherwise,
1 lf h n k — max h s k )

Yja(k +1) = k) 1§ign{ v (K)} (8)
0 otherwise.

3 MS-SCHNN for the p-Median Problem

In the previous section, a two-layer CHNN for the p-median problem is proposed.
However, the neural network model has no mechanism to escape from local minima.
In this section, by incorporating the stochastic dynamics into the model, we first
propose a stochastic CHNN (SCHNN) that permits temporary energy ascent to
help the CHNN escape from local minima. Then, in order to further improve the
performance of the SCHNN, we introduce the multi-start strategy into the SCHNN
to develop a multi-start SCHNN (MS-SCHNN) for the p-median problem.
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3.1 SCHNN

In SCHNN, we introduced the stochastic hill-climbing dynamics strategy [9] to
overcome the local minima, thus the input functions of the neurons are modified
as follows:

e,y (k) = a(t) - (— Z dijYiq(k)), 9)

sy (K) = a(t) - (= 3 dijig (), (10)

where t is the updating step number, donates that all the neurons are being up-
dated at tth step. a(t) is a random multiplier, given by a(t) = random(h(t),1). In
a(t), h(t) =1 —=T-e~** and T is the factor of controlling the stochastic dynam-
ics range. The random multiplier a(t) controlling the value hg,, (k) and h,, (k)
in Eq.(9) and Eq.(10), can be regarded as a random scaling parameter for them.
Therefore, it can make the stochastic decision on which neuron within the same
group to be fire according to Eq.(7) and Eq.(8). This stochastic dynamics can con-
tribute to the blocking of continuous firings and encourage other neurons to be
eventually fired, and ultimately assist the system to escape from a fixed point or
a local minimum [10]. During the search process, the stochastic dynamics is grad-
ually vanishing. When «(t) = 1, stochastic dynamics vanishes and the whole dy-
namics of the SCHNN is the same as that of the original CHNN [13].

From the above analysis, the dynamics of SCHNN, differs from the optimal
dynamics of the original CHNN, can provide a mechanism for hill climbing by
varying the direction of neuron motion.

3.2 MS-SCHNN

The intensification and diversification are the very important mechanism to de-
termine the performance of a metaheuristic, thus the right balance between them
is crucial for the algorithm [11]. Therefore, we introduce the multi-start strategy
into SCHNN and propose MS-SCHNN algorithm.

In the SCHNN, the stochastic dynamics vanishes gradually and the system
finally reaches a stable state. Thus, the balance between intensification and diver-
sification is fixed or only changed into one direction, i.e., continuously decreasing
diversification and increasing intensification. In order to further improve the per-
formance of the SCHNN;, the balance between intensification and diversification
should rather be dynamical. Therefore, a multi-start strategy is introduced into
the SCHNN. The multi-start strategy super-imposed on the SCHNN is charac-
terized by alternating phases of cooling and reheating the stochastic dynamics,
thus provides a means to achieve an effective dynamic or oscillating balance be-
tween intensification and diversification during the search. The MS-SCHNN for
the p-median problem can be summarized as follows:
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1 2 asssssass Descents

Fig.1. A schematic diagram for h(t) changes over Descents in the multi-start algo-
rithm (where T'= T - StartT Factor, StartT Factor < 1)

Algorithm—MS-SCHNN:

1. Initialize:
1.1 Initialize the neurons in allocation and location layers (random around
7€ero);
1.2 Determine the activation potential of the neurons in each groups using
Eq.(7) or (8); initialize the best-so-far solution ¢gb by using Eq.(4);
1.3 set the parameters: T', A\, maxiterations, Descents, StartT Factor;
2. MS-SCHNN phases: /*multi-start strategy™*/
FOR 7 =1 to Descents do
2.1 Update the neurons in the two-layer stochastic competitive neural net-
work
t=0;
REPEAT /*SCHNN procedures */
2.1.1 Update all the neurons in the allocation layer using Eq.(9) and
(7);
2.1.2 Update all the neurons in the location layer using Eq.(10) and (8);
2.1.3 Calculate the energy using Eq.(4) and update the gb;
214 t=t+1;
UNTIL (the energy stable or ¢ > maxiterations)
2.2 Set the current solution as a new starting point for the next search;
2.3 Set T =T * StartT Factor;
END FOR
3. Output the best solution gb.

In the MS-SCHNN, the stochastic dynamics anneals gradually and vanishes fi-
nally during one descent neural search, and reheated by restarting the next search
process. When the stochastic dynamics vanished completely, the proposed algo-
rithm is equivalence to NA-L.

Fig.1 is a schematic diagram to show how the h(t) changes over Descents in
the multi-start algorithm. In the MS-SCHNN, the SCHNN performs multiple
descent processes starting from different initial 7" values with the solution found
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in the previous processes. Note that the first SCHNN search starts with a random
solution using higher T" value than that of the subsequent SCHNN process. The
decreasing of T' can guarantee that the restarting search is biased to only the
promising regions and the search is gradually converged around the good solution
by performing several SCHNN processes.

Therefore, by combining the stochastic dynamics and multi-start strategy,
MS-SCHNN can provide an efficient mechanism for restarting the search for
better solutions.

4 Simulation Results and Discussions

In order to test the performance of our algorithm, simulations were implemented
on 40 benchmark p-median problems in the ORLIB [12]. We carried out the
simulation experiments in Pentium IV 2.4GHz computer with 512Mb, which
is similar to Ref.[6]. Every instance was run 50 times with different randomly
generated initial neuron states, and then recorded the best solution and the CPU
time for comparison.

According to the preliminary tests, we find that a large number of SCHNN
restarting with a short run of each SCHNN search can obtain better solutions.
In this parameters setting strategy, the parameter A is set to be a small value.
Since this strategy provides a means to achieve an effective dynamic balance be-
tween intensification and diversification, it can not only alleviate the sensitivity
of A\, but also greatly improve the search performance. Based on the prelimi-
nary tests, the parameters for each instance are set as follows: T' = 2, A = 15,
mazxiterations = 20, Descents = 50, StartT Factor = 0.99.

Table 1 gives the results obtained by MS-SCHNN, NA-G and NA-L for the small
scale problems. Since the ORLIB instances are benchmark problems, results of the
NA-L and NA-G are directly from the Ref.[6]. The A ERROR denotes the rate of de-
viation between the best solution found by the algorithms and the optimum value.
Simulation results show MS-SCHNN can get much better solutions for all the 10 in-
stances than the NA-G and NA-L, but at the cost of significantly more CPU time.
This is due to that most CPU time of MS-SCHNN is mainly used in stochastic
search to improve the algorithm’s performance. However, it is acceptable for the
small scale problems in practice and it can be alleviated by implementing in paral-
lel computing environment owing to the neural networks’ parallel structure.

The experiment results suggest that MS-SCHNN can significantly improve
the performance of the two-layer neural model within reasonable computation
time. The reasons why MS-SCHNN is significantly superior to NA-G and NA-L
are: (1) the stochastic strategy of SCHNN provides a strategy to help the net-
work escape from local minima; (2) the proposed algorithm provides an efficient
restarting search by using the solution found in the previous iteration as the
next’ s initial solution, differs from NA-L and NA-G with randomize initial next
solutions for each iteration.

The comparison tests between NA-L+ and MS-SCHNN for the ORLIB instances
are also carried out. Unlike MS-SCHNN, NA-L+ uses a scattering strategy to



Table 1. Comparison of MS-SCHNN, NA-G and NA-L for 10 ORLIB instances

Instance

pmed01
pmed02
pmed03
pmed04
pmed05
pmed06
pmed07
pmed08
pmed09
pmed10

Multi-start Stochastic Competitive HNN for p-Median Problem

Opt.

5819
4093
4250
3034
1355
7824
5631
4445
2734
1255

Best Median Cost
NA-G NA-L MS-S- NA-G NA-L MS-S- NA-G NA-L MS-S-

5821
4300
4276
3205
1633
7867
5862
4955
3179
1840

5819
4248
4278
3238
1570
7995
5819
4928
3179
1840

CHNN

5819  0.03
4093  5.06
4250  0.61
3034 5.64
1363 20.52
7824  0.55
5631  4.10
4446  11.47
2761  16.28
1273 46.61

%ERROR CPU time
CHNN CHNN

0.00 0.00 0.84 0.01 4.1
3.79 0.00 1.61 0.01 8.2
0.66 0.00 0.84 0.01 7.5
6.72 0.00 291 0.02 14.0
15.87 0.59 1.67 0.02 22.1
2.19 0.00 1.56 0.01 19.3
3.34 0.00 3.05 0.02 33.9
10.87 0.02 421 0.02 71.6
13.24 0.99 796 0.05 119.2
27.25 1.43 9.71 0.05 171

Table 2. Comparison of MS-SCHNN and NA-L+ for the ORLIB instances

Instance

pmed05
pmed08
pmed09
pmed10
pmed14
pmed15
pmed18
pmed19
pmed20
pmed23
pmed24
pmed25
pmed28
pmed29
pmed30
pmed33
pmed34
pmed37
pmed40

improve the performance of neural network. This strategy can generate good ini-

(n,p)

100,33

)
200,20)
)

200,40
200,67)
300, 60)
300, 100)
400, 40)
400, 80)

400

0, 133)

500, 100)
500, 167)
600, 60)
600, 120)
600, 200)
700, 70)
700, 140)
800, 80)
900, 90)

(
(
(
(
(
(
(
(
(40
(500, 50)
(
(
(
(
(
(
(
(
(

Opt. Best Median Cost %ERROR
NA-L+ MS-SCHNN NA-L+ MS-SCHNN

1355 1359 1363 0.30 0.59
4445 4448 4446 0.07 0.02
2734 2751 2761 0.62 0.99
1255 1264 1273 0.72 1.43
2968 2983 2982 0.51 0.47
1729 1751 1768 1.27 2.26
4809 4811 4810 0.04 0.02
2845 2863 2872 0.63 0.95
1789 1815 1807 1.45 1.01
4619 4624 4623 0.11 0.09
2961 2986 2977 0.84 0.55
1828 1865 1906 2.02 4.27
4498 4508 4505 0.22 0.16
3033 3060 3096 0.89 2.08
1989 2016 2039 1.36 2.51
4700 4706 4706 0.13 0.13
3013 3038 3044 0.83 1.03
5057 5071 5065 0.28 0.16
5128 5155 5150 0.53 0.43
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tial solutions by maximizing the facilities’ dispersion. Results of the NA-L+ are

also directly from the Ref.[6]. Table 2 summarizes the comparative results for the
test instances. In this table, we eliminate the instances which both algorithms got
the optimum value for simplicity. From Table 2, we can find that MS-SCHNN ob-
tains the same number of optimum value as NA-L+ (21 out of 40), and gets better
solution than NA-L+ in 9 instances, while worse than NA-L+ in 9 instances. It sug-

gests that MS-SCHNN is competitive with NA-L+ in the quality of solution.
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15000
—&—NA-L+

12000 | ™ MS-SCHNN f

9000

4
o Vi

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

CPU time (sec.)

Instance

Fig.2. Comparison of the CPU time of MS-SCHNN and NA-L+ for the instances in
Table 2

Fig.2 shows the comparison of the CPU time. From the figure, MS-SCHNN
spends approximately the same time as the NA-L+ for the small scale problems,
but much less for the large scale problems, especially for the largest instance.
The reason of this phenomenon maybe that NA-L+ uses the scattering strategy
to construct an initial solution by maximizing the facilities’ dispersion. However,
the maximizing dispersion problem is similar to the maximum diversity problem
(MDP), which is proved to be a NP-hard problem [7]. Therefore, NA-L+’s initial
strategy spends much more time in getting the good initial solution, and increases
the difficulty to implement in practice. Clearly Fig.2 states MS-SCHNN displays
more scalability than NA-L+ for large scale problems. Moreover, MS-SCHNN
can be implemented in practice much easily than NA-L+.

In summary, we can conclude that the performance of neural network can be
improved efficiently by introducing stochastic dynamics and multi-start strategy
into the neural model, and MS-SCHNN can more effectively and efficiently solve
the p-median problem than other neural network algorithms in Ref.[6] (NA-G,
NA-L and NA-L+).

5 Conclusions

In this paper, multi-start stochastic competitive Hopfield neural network (MS-
SCHNN) is proposed for the p-median problem. MS-SCHNN introduces stochas-
tic dynamics and multi-start strategy into the two-layer neural model to improve
the performance of neural network. Simulation results show that MS-SCHNN
can significantly improve the two-layer neural model and outperforms previous
neural network algorithms for the p-median problem. In the future, we will ap-
ply MS-SCHNN to solve other combinatorial optimization problems, such as
frequency assignment problem (FAP) [14], clustering problems [15], etc.
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Abstract. The sparse coding method is formulated as an information
theoretic optimization problem. The rate distortion theory leads to an
objective functional which can be interpreted as an information theo-
retic formulation of the sparse coding. Viewing as an entropy minimiza-
tion problem, the rate distortion theory and consequently the sparse
coding are extended to discriminative variants. As a concrete example
of this information theoretic sparse coding, a discriminative non-linear
sparse coding algorithm with neural networks is proposed. Experimental
results of gender classification by face images show that the discrimina-
tive sparse coding is more robust to noise, compared to the conventional
method which directly uses images as inputs to a linear support vector
machine.

Keywords: Rate Distortion Theory, Sparse Coding, Neural Network,
Gender Classification.

1 Introduction

One of the major focuses of information theory and machine learning research is
to extract essential information from data by means of computational and sta-
tistical methods. In most cases, compact representations of the information are
considered of value. For example, data compression methods [I] explore effective
coding of the original data, that is, encoding scheme using as few bits (or other
information carrier unit) as possible while maintaining the similarity between
the original data and decoded data within a certain allowable distortion level.
Sparse coding methods [2] which originate from visual perception mechanisms in
brain, try to reconstruct an input signal by a sparse combination of bases chosen
from a large number of bases in a dictionary. In these theories, data compression
and sparse coding, complexity of the representation is regarded as

— rate (description length for each datum),
— sparseness (the number of active bases used in actual representation),

respectively. In each theory, these complexity is minimized under some con-
straints on the following accuracy. Data compression methods try to maintain

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 84 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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the original data structure (probability distribution of the source) with short de-
scription length. The accuracy is measured by decompression errors in the case
of lossless compression, or differences between the original and the compressed
data in the case of lossy compression. Sparse coding methods also try to min-
imize data reconstruction errors, while maintaining the number of active bases
under a predefined level.

In this paper, we explore the information theoretic approach to the sparse
coding, that is, we try to describe the sparse coding from the viewpoint of the
rate distortion theory [3]. We then consider to extend the rate distortion, and
consequently the sparse coding, to have discriminative ability. This extension is
similar to the correspondence between the principal component analysis (PCA)
and the Fisher discriminant analysis (FDA), both of which are based on the
variance of given data. PCA finds axes of projections which conserve the vari-
ance of the original data as much as possible. In other words, it minimizes a
reconstruction error of the original data in a lower dimensional subspace (e.g.,
feature space). As a supervised classification method based on the variance, FDA
is the most famous one. FDA finds an axis of a projection which maximizes the
ratio of the between-class variance to the within-class variance. The data pro-
jection to the axis leads to a good separation between different classes. From
the information theoretic viewpoint, the notion of “variance” is replaced by “en-
tropy”. We propose a discriminative rate distortion theory or a discriminative
sparse coding method which tries to encode the data or to extract the feature
suitable for the classification task. As a concrete embodiment of this notion,
we will show an example of discriminative sparse coding with neural networks,
formalized as an optimization problem of the information theoretic objective
functional.

The rest of this paper is organized as follows. In section 2, we briefly describe
the rate distortion theory. In section 3, the sparse coding and its information
theoretic interpretation are introduced. The rate distortion theory and the in-
formation theoretic sparse coding are extended to discriminative variants in sec-
tion 4. In section 5, we propose combined neural networks for data reconstruction
and classification as a concrete example of our discriminative sparse coding. A
result of a simple experiment for gender classification by face images is shown
in section 6.

2 Rate Distortion Theory

The rate distortion theory [3] provides theoretical foundations for lossy data
compression. Let x € R™ be an input valuable and z € R™ be its compressed
(encoded) expression. We use upper cases X, Z to represent the corresponding
random variables henceforth. Given a distortion function d : R™ x R™ — R and
a distortion upper limit D, the rate distortion problem is formally stated as an
optimization problem with respect to the conditional probability p(Z|X):

min [(X;Z) subject to FE[d(X,Z)] <D, (1)
p(Z]X)
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where I(X;Z) is the mutual information between X and Z, and expectation
in E[d(X, Z)] is taken with respect to the joint distribution p(X, Z). Intuitively
speaking, the distortion d(z, z) is an error measure for representing the data x
by the decoded data from z. The mutual information I(X;Z) is a measure of
the information shared by the variables X and Z. Taking the meaning of these
two measurements into consideration, the rate distortion theory is understood
as an optimization problem which effectively extracts important information Z
from the data X as much as possible, under the constraint that the loss of the
information is limited to a certain level.

The rate distortion optimization problem of () can also be expressed in a
trade-off form:

min I(X:2) + BE[(X. 2)) (2)

where [ is a positive trade-off parameter.

3 Sparse Coding

The sparse coding is a method of reconstructing signals by a small number of
activated bases. In general, the total number of the bases is very large, but each
signal is reconstructed by a combination of a relatively small number of the
bases. We denote a set of bases {b;}7, by a matrix B = {b1,...,by,} € R"*™,
where n is the dimension of the input signal and m is the number of bases. The
main purpose of the sparse coding is to find a set of bases {b;}7; which can
reconstruct signals from an information source with small errors with a small
number of bases actually used. We write the coeflicients of the bases by a vector
z € R™ and the reconstructed signal by & := Bz. One of the formalization of
this sparse coding objective is as follows:

mBin Eld(X,Z)] subject to E[[|Z|[}] < T, (3)
where || - ||, stands for p-norm and T is a predetermined sparseness parameter.
The distortion measure d(z, z) is usually defined as d(z, z) := ||z — Bz||?. Note

that the coefficient vector z € R™ is also interpreted as a feature vector of the
input signal x. A set of bases B is searched so that the (expected) reconstruction
error is minimized (see [4] for an example of the specific algorithms).

3.1 Information Theoretic Formalization of the Sparse Coding

Viewing from the information theoretic perspective, we can find a correspon-
dence between the rate distortion theory and the sparse coding. The small
reconstruction error naturally corresponds to the small distortion when the
distortion function is defined as d(z,2) = ||z — Bz||?>. The sparseness of the
representation (E[||Z[[F] < T') corresponds to the small rate (min/(X;Z2)). In
fact, when we suppose the distribution of z to be the generalized Gaussia

1 when we let p = 2, the generalized Gaussian distribution becomes the usual Gaussian
distribution.
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with zero mean whose density is given by p(z) = Cy exp(—[[z/a|[}), where C; =
(2I'(1 +1/p)er) !, the Shannon (joint) entropy H(Z) := — 3, pm p(2) logp(z)
is equal to E[|[|Z][P] up to constant. Intuitively speaking, in the information
theoretic literature, the sparseness condition E[||Z|[F] < T is interpreted as
the condition that the joint entropy of the coefficients H(Z) is under a cer-
tain value. Thus the sparse coding (B is essentially equivalent to the dual
formulation of the rate distortion theory, which finds a coding scheme within
a given rate such that the expected distortion between the source xz and the
decoded data from z is minimized. To avoid the primal and dual distinction, we
adopt the trade-off parameter 3 in the same way in (2]). Then the sparse coding
is formulated as

Jin H(Z)+ FBA(X, 7)) (4)

When we consider the deterministic coding scheme = — z, then I(X;Z2) =

H(Z)— H(Z|X) = H(Z) holds. In this case, the correspondence between the
rate distortion and the sparse coding becomes clearer. In general, the objective
functional of the rate distortion theory (@) is upper bounded by the objective
functional of the sparse coding (@) because I(X;Z) = H(Z)— H(Z|X) < H(Z),
and they are equivalent when the coding scheme is deterministic.

4 Discriminative Variants of the Rate Distortion Theory

We now consider to extend the rate distortion theory and consequently the sparse
coding to the class discriminative data compression or feature extraction tech-
nique. The objective functional of the rate distortion problem (2] consists of two
distinct terms. The first term I(X; Z) concerns the rate of the compression, and
the second term BE[d(X, Z)] concerns the distortion between the original and
the compressed data. One way to make the rate distortion to have discrimina-
tive ability is adding class information to the distortion term, which is known as
the information bottleneck method [5]. In the rate distortion theory, the original
data x sometimes contains unimportant information, and one should dedicate
to keep the class label information y rather than x itself. The information bot-
tleneck method formulates such problems. For input data x with class y, the
objective functional is represented as

pg}%) I(X;2)-pI(Y; Z), (5)
where ( is a trade-off parameter for the compression rate and the class in-
formation preservation. When we use a Kullback-Leibler divergence Dy as d
to measure the discrepancy between class conditional distributions p(Y|X) and
p(Y'|Z), the functional of the information bottleneck method is naturally induced
from that of the rate distortion theory because,
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x
Ex z[Drr(p(Y[X)|[p(Y|2))] Zp T, 2 Z (y|x) logp oz

p(y|z
= p(z,y,2)log ulo)

x,Y,z )

= H(Y|Z) - HY|X) + H(Y) — H(Y)
=I(X;Y) - I(Y; Z),

where we used Markov chain property Z «— X — Y, that is, p(Y|X,Z) =

p(Y'|X). From this relationship, I(X; Z)+SE[d(X, 2)] = BI(X;Y)+{I(X; Z) —

BI(Y; Z)} holds. Noting that I(X;Y) is irrelevant to the minimization, we see

the equivalence of two theories:

o I(X; Z) + BE[DkL(p(Y]X)|[p(Y2))] < o I(X;2) = BI(Y; Z).

Another view of the information bottleneck method is an information theoretic
formalization of data clustering. It constructs clusters maintaining the similarity
of the data within the same cluster as much as possible. However, it does not
contains the reconstruction error term explicitly, so it is not suitable for the
discriminative variant of the sparse coding discussed here.

Now we add the class label information to the rate concerning term in (2]
instead of the distortion concerning term to get the optimization problem:

min I(X; Z|Y) + BE[d(X, Z)].

Then, we derive a novel discriminative variant of the rate distortion theory. The
objective functional we derive here is more intuitive as a modification of the
original rate distortion theory, which combines separability criterion and small
reconstruction error criterion together. We first condition the rate term I(X; Z)
by Y, and rewrite it as follows:

I(X;Z)Y)=HX|Y)+ H(Z|Y) - H(X, Z]Y).

From the Markov chain property Z <+ X — Y, we get

HX,ZY)=-HY)+ HX,Z)+ HY|X,Z)=-HY)+ HX,Z)+ HY|X)
=—HY)+{H(X)+ H(Z|X)} +{H(X,Y) - H(X)}
=-HY)+H(Z|IX)+HX,Y)=H(Z|X)+ H(X|Y).

Then we get the equality
I(X;2)Y) = HX|Y)+ H(Z|]Y) - {H(Z|X) + H(X[Y)}

=H(Z|Y)- H(Z|X).

When we suppose H(Z|X) ~ 0 again, the rate distortion theory or the sparse
coding method in discriminative setting can be formulated as follows:

p(r%n) H(Z|Y)+ BE[d(X, Z)). (6)
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We write this objective functional with respect to p(Z]|X) as

henceforth. Note that formally, the objective functional L4 is obtained by re-
placing the entropy term H(Z) in the information theoretic formalization of the
sparse coding () by the conditional entropy of Z given Y, H(Z|Y'), and it seems
natural as a discriminative extension.

5 Non-linear Sparse Coding with Neural Networks

In many applications, linear combinations of bases are not enough to repre-
sent fine information of input signals. To overcome the limitations of the linear
methods and to get flexible representation power, we consider a non-linear sparse
coding model with neural networks (three-layered perceptrons). We will give dis-
criminative ability to this non-linear sparse coding model by applying the results
derived in the previous section.

Model Description

We consider non-linear maps f : * — z and g : z — &, which correspond to the
feature extraction map x — z and the signal reconstruction map z — Bz = % in
the linear sparse coding, respectively. As a realization of these non-linear maps,
we adopt a combination of two neural networks, the one for approximating the
feature extraction function f, and the other for the reconstruction function g
(Fig. [I)). The input of the first neural network (INN; henceforth) is the origi-
nal signal z. The output vector z = (z1,- -, zm) of NNy is restricted to range
[0,1]™, where m is the number of units in the output layer of NNy. This output
vector z is used as a feature vector for classification task. Also, the vector z is
given to the second neural network (NN,) as an input. The output of the NN,
is considered as the reconstructed signal Z.

NN Learning Procedure
To describe a procedure for minimizing the objective functional L,.q4, we first
need the definition of the distortion E[d(X,Z)] and the conditional entropy

o\ o—» —-Qn O
1 § 21 §4 Oi 1
7 -~
2 Q% o—» 2—-Q% 1Q i
S0 ~Q%
o 728N
0% o2 ~0— 1 —Q So20
T N z N f
y. " 4 n
Q% 0o— —Q% Q
bd Z X
original feature reconstructed
)~

label

Fig. 1. A schematic diagram of the combined neural networks and SVM
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H(Z|Y) in our model. We define the distortion function d : (x, z) — d(z, z) by
the squared difference of the input data vector x and the reconstructed data
vector & = g(z). Then the distortion term is explicitly written as E[d(X, Z)] =
~ >, ||z — &[|*, where N is the number of the training data and the summation

. 1s taken over all the training data. There may be various definitions of
entropy of the neural network. We simply define the entropy of the feature vectors
H(Z) == 370 Y e Pi(2) 10gpj(2), where pj(z) is a distribution of the j-
th element of the feature vector. To calculate this entropy, we need to estimate
the distribution of each element of the feature vector, which is prohibitive for on-
line neural network training. Hence, we introduce a probabilistic interpretation
of the input vector of NN, as an approximation method. Since the output vector
z of NNy is restricted to range [0, 1], we let the j-th unit of the input layer of
NN, become 1 with probability z;, which is the value of the unit of the output
layer of NNy, and become 0 with probability 1 —z;. That is, input values to each
input unit of NN, is distributed with a Bernoulli distribution with a parameter
z;. With this approximation, we can calculate the entropy of the j-th element
of the feature vector z as h(z;) = —z;logz; — (1 — z;) log(1 — z;). For the sake
of simplicity, we will consider only two-class discrimination tasks henceforth. In
order to calculate the conditional entropy of Z given Y, we add two extra bits to
the input layer of NN;. In the training phase, these extra bits are set to (0, 1)
or (1,0) according to the class label of each input. After training the neutral
networks, these extra bits are set to (0, 0).

As an usual rate distortion theory, the objective functional L, is iteratively
minimized. For the minimization of the distortion term, we consider the combina-
tion of the NNy and NN, as one neural network, and used the conventional er-
ror back-propagation algorithm. For the minimization of the conditional entropy
term, we only trained the first neural network NN¢ by the back-propagation. We
iterate the back-propagation procedure for both terms 2,000 times in our exper-
iments. Note that the minimization of the conditional entropy may increase the
error, and vice verse. When we fix the number of iteration, the reconstruction ac-
curacy by this model may be inferior to that of the same neural networks without
entropy minimization. Our intention here is, however, not the accurate data re-
construction but the classification using reconstructive features. The sparse cod-
ing is often used for denoising images [6]. Thus the main virtue of the classification
with sparse, reconstructive features is its expected robustness for the noise in in-
put data. We exemplify the robustness of the proposed method in the next section.

Classification Procedure

We briefly explain the procedure of two class classification using the output vector
z as an input vector for a support vector machine (SVM) with a linear kernel. We
suppose here that the two neural networks NNy and NN, are already trained.
The training data used to train the neural networks are transformed to the feature
vectors, and used to train the SVM. In the test phase, test data are transformed
to the feature vectors by trained NNy and classified by the trained SVM.
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Fig. 2. Examples of the face images from the FERET database

6 Experimental Result

We demonstrate the effectiveness of our method with experiments using FERET
face database [7]. The FERET database contains gender information for some of
the images. We used 1000 face images from the FERET database, 500 male and
500 female images represented in pgm 256 level gray scale format. We divided it
in 5 disjoint subsets for validation. Each subset contains 90 male and 90 female
images as the training set, and 10 male and 10 female images as the classification
accuracy test set. Each face image is cropped to contain only face region and
normalized to have the same eye coordinates. The original images are downsized
to 21x12 pixels, the same size adopted by an earlier study that used the FERET
database [8]. We show example images in Fig.[2l The combined neural networks
are trained by the procedure denoted in the previous section using the training
data sets. The numbers of units in the first network NNy are 252,100,200 for
the input, the hidden, and the output layer, respectively. The numbers of units
in the second network NIV, are 200,100,252. We note that while the number of
the output unit of NNy, Wthh corresponds to the size of the bases in the sparse
coding literature, is less than the input size 252, the bases is still over-complete.
This is because the effective dimension of the input data which is estimated by
the principal component analysis is about 110

Inputting the training and test images, we can extract feature vectors for
training and testing any classifier. There are some researches to discriminate
gender from face images, and the method using a SVM is one of the most accurate
one [8]. They used 21 x 12-pixel face images from the FERET database as feature
vectors and input to a SVM. They used the RBF kernel for the SVM. However,
we just use a linear kernel in order to confirm the usefulness of the extracted
feature vector z.

As we mentioned above, classification using sparse reconstructive features are
expected to be robust to noises. To see the robustness to the noise, we made
two sets of noised test data by replacing 10% and 20% of pixels in each image

2 With only about 110 largest eigenvalues, the cumulative proportion of power
achieved more than 99%.
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Table 1. Error rates of gender classification for the FERET database

FERET
noise level 0% 10% 20%
NNs & SVM 0.140(££0.082) 0.210(+0.042) 0.280(+0.027)
SVM 0.130(£0.045) 0.280(=£0.084) 0.320(£0.104)

with random natural numbers between 0 to 255, respectively. We trained neural
networks using noiseless training data, and extract features for the noiseless,
10 % noised, and 20 % noised test data respectively. The error rates of gender
classification by our non-linear discriminative sparse coding denoted as “NNs
& SVM” and the SVM with a linear kernel denoted as “SVM” are shown in
Table[l For the experiments with the FERET data, we show the mean and one
standard deviation of 5-fold validation. From the result of these experiments, we
see that the gender classification accuracy of the proposed method is comparative
to that of the SVM with a linear kernel. Furthermore, it is notable that the
accuracy of the proposed method shows only little degradation of classification
accuracy in the presence of noises in test data, while the conventional method is
rapidly degraded. From this experiment, we conclude that we can acquire feature
vectors with the proposed algorithm that are effective for the classification task,
especially when the test data are corrupted by noise.

7 Concluding Remarks

The main contribution of this paper is to present a novel formalization of the
discriminative variant of the rate distortion theory. This discriminative rate dis-
tortion theory is more suitable for data reconstruction than the information
bottleneck method, and motivated us to argue the information theoretic per-
spective of the sparse coding and its discriminative variants. We formalized an
objective functional for the discriminative sparse coding from the viewpoint of
the rate distortion theory, and embodied this concept using neural networks. We
discussed that there will be at least two approaches to make the rate distortion
theory to be discriminative. Adding the class label information to the distortion
term is known as the information bottleneck method, and extensively studied
mainly by Tishby and his coworkers. To our knowledge, however, another ap-
proach which we proposed in this paper have not explored yet, and remains to
be investigated further.

In the gender classification experiment, we trained the combined neural net-
works by minimizing the reconstruction error and the class conditional entropy
of the feature vectors. From the classification result, we see that the feature vec-
tor is effective for discriminating gender. This result suggests that minimizing
the discriminative objective functional leads to a good feature vector, and it is
equivalent to find a good kernel for the inner product based classifiers. Kernel
learning using information theoretic criteria for classification is another direc-
tion of our future work. Though the neural network is flexible and able to realize
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various non-linear transformations, we need large amount of data and time to
train in general. We think other algebraic implementations of the discriminative
sparse coding are possible, and the study on this direction is ongoing.
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Abstract. We propose a simple yet effective theoretical model for the evolution-
ary threshold public goods game with binary contributions (the fair personal share
or nothing), incorporating the effect of collective risk. We distinguish two distinct
public goods games according to whether to return the contributions when the tar-
get is not collected. For the two cases, in order to study the impact of collective
risk on cooperation, we analyze dynamics of the population which can be repre-
sented by the replicator equations. It shows that high rate of loss can enhance the
emergence of social cooperation and the provision of public goods. Furthermore,
other elements also can promote the cooperation, such as large initial endowment
and small threshold. Interestingly, for large group size, it has a positive impact
on cooperation in the case of returning the donation amount, whereas a negative
impact in the case of no return.

1 Introduction

Cooperation is essential to the development of human and animal societies [1)2]. How-
ever, everyone faces the temptation to defect as cooperator benefits others with a cost
to itself. Why social cooperative behavior can emerge in the collective action stays in
the central position in the field of evolutionary game theory [3l4]. A classical metaphor
investigating this social problem is public goods game (PGG) [5], which concentrates
on the origin of cooperation in the conflict between individual interest and collective in-
terest. PGG is played in interaction groups, in which each cooperator contributes to the
public pool with a cost to itself while each defector contributes nothing. Then, the pub-
lic goods are distributed equally among all the individuals. As cooperators are always
prone to exploitation by defectors, how to maintain cooperation? Recently, plenty of
mechanisms, for example, repeated interactions, direct reciprocity, punishment [6J7U8],
spatially structured populations [9110] and voluntary participation in social interactions
[L1/12] have been proposed to promote the cooperation.

In absence of all the above mechanisms, we present a new one, collective risk, which
might be encountered when the provision of public goods fails [[13]. We introduce
a target for PGG. The public goods can be provided only if the target is completed
[14/15016]. In this case, the private goods of individuals are at stake with a certain
probability if the target is not reached. This mechanism is substantially different from

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 94 20009.
© Springer-Verlag Berlin Heidelberg 2009



Information Dynamics and Intelligent Cooperation in Networked Societies 95

the above referred ones as it is based on the incentive to avoid a loss but not to ob-
tain a gain. Motivated by this new mechanism, we propose a model of PGG incor-
porating the effect of the collective risk to study the evolution of social cooperation
theoretically.

Consider a well-mixed infinite population. From time to time, an interacting group
of N agents is chosen at random among the whole population. Each of these N agents
is provided with a fixed endowment W. Within such a group, there is a task to be done,
for example, constructing a dam or building a defence. In order to complete the target, a
final contribution 7" mainly from donating is required. For simplicity, we restrict partic-
ipants to binary contributions (the fair personal share, T/N, or nothing, 0). Each player
can choose to donate (cooperate) or not (defect). If the final target is achieved, the dam
or the defence can be constructed and the private goods of each individual is prevented
from losing. Cooperators can keep whatever is left in their private account, W — T'/N,
and defectors own the whole endowment W. If the target is not completed, the dam or
the defence cannot be built and the risk happens with probability p (0 < p < 1). In
this situation, two distinct scenarios are distinguished according to whether to return
the donation amount or not. For both of the two cases, once the danger occurs, all par-
ticipants including cooperators and defectors lose their whole private goods. Whereas
the danger does not happen, in the case of returning the contribution, both defectors and
cooperators own the whole endowment W; while in the case of no return, cooperators
can hold what they had not invested in their private account, W — T/N, and defectors
can keep the whole endowment W. Hence, cooperation does not dominate defection.
Due to this disadvantage of cooperation, whether or not social cooperation can emerge
in some instances? To answer this question, we analyze the evolutionary population
dynamics using the replicator equation [[17018]]. We find that high risk rate can readily
promote the emergence of social cooperative behavior. In addition, large initial endow-
ment and small final target can advance cooperation, respectively. Most interestingly,
we find a group size paradox: large group size enhances the emergence of cooperation
in the situation of returning the contribution, but inhibits that in the other situation of
no return.

The paper is organized as follows. For the case of returning the donation amount, the
model with collective risk is introduced and discussed in Sec.[2] In Sec.[3] for the case of
no return, the corresponding model is introduced and investigated. Finally, conclusions
are drawn in Sec.

2 Population Dynamics: Returning the Contribution

First, we consider a simple situation that the donation amount will be returned if the
final goal is not completed. We suppose that the cooperator chooses to donate the fair
personal share 7/N and the defector donates nothing. In this case, the target T can be
reached in the limiting of all donating. Note that the initial endowment W needs to be
larger than T/N (otherwise, the public goods can never be provided). The remainder
in the private account of a cooperator and a defector in a group consisting of n many
cooperators and N — n many defectors are given by
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T
Pc(n)={W_N , n=N (1)
1-pW,0<n<N

and
Pp(n)=(1-pW,0<n<N. 2)

Based on the remainder, if the danger happens with certainty (p = 1), cooperation
dominates defection; while if the danger never happens (p = 0), both cooperation and
defection are the best choice for each participant. The strategy profile of all defection is
always a stable Nash equilibrium irrespective of the risk rate.

In order to study the evolutionary behavior of the repeated game, we apply the repli-
cator dynamics. Denote the fraction of cooperators by x and that of defectors by y.
There is straightforward x + y = 1. The time evolution of this system is governed by the
following differential equations

{X=x(fc—f) 3)

y=y(Ub -1

where fc is the expected remainder for a cooperator in a group of N players and fp is
that for a defector, f = xfc + yfp is the average remainder in the population.

In the well-mixed population, a group of N agents is chosen randomly, resulting in a
random population composition. For a given cooperator, the probability to find him in
an N persons group consisting of j other cooperators and N — 1 — j defectors is

N N ! xij’l’j.
J
In this case, the expected remainder in the private account for a cooperator is

N-1

fe=3, (NJ_- 1)xij1ch(j +1). “

Jj=0

Similarly, a given defector finds him in a group composed of j many cooperators and
N — 1— many other defectors with the same probability

N-1Y ; voij
. x/ 7,
( j ) g

Thus, the expected remainder for a defector is

N-1
o=, (N i 1)xny—1—pr(j), ®)

A
Substituting equation x + y = 1 and using

N-1

Z(N; 1)xf'(l -0 =1

J=0
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Eq. @) and (@) can be transformed into

T
fe=U0-pW+N"(pW - v
fo=0-pW. (6)

Further substituting x + y = 1 into the first equation of Eq. (), the dynamics of x(¢) is
given by

T
&= x(1 = 0)(fe = fo) = (1 = )(pW - N (N

Let the right of Eq. @) equal zero, we get only two fixed points of the population, x = 0
and x = 1. Note that under the condition of pW — T/N > 0, the fraction x increases
monotonously in the interval 0 < x < 1. Hence, if a small perturbation is added to
the fixed point x = 0, the fraction x tends to another fixed point x = 1. It shows that
equilibrium x = 0 is an unstable fixed point. Similarly, if pW < T/N, the fraction x
decreases monotonously in the interval 0 < x < 1. When we add a small perturbation
to the equilibrium x = 0, the fraction x goes back to x = 0 immediately. The fixed point
x = 0 is stable in this case (see Table [I). In order to judge the stability of the other
equilibrium x = 1, we analyze the Jacobian of Eq. (Z) which is given by

Nl T T
J =N - 0(pw N) N pw N).

Substituting x = 1 into the Jacobian, we obtain

T
Jx=1)=-(pW N).
If pW > T/N, the Jacobian is always below zero, leading to a stable fixed point x = 1,
otherwise, it is unstable fixed point (see Table[T)).

Thus, the condition pW > T/N can lead to all donation, maintaining cooperation.
Moreover, increasing the risk rate p, the group size N and the initial endowment W, re-
spectively, and decreasing the target 7', can make the inequality pW > T /N be satisfied
more easily. Under the influence of these measures, the population is easier to reach the
state of all cooperation, as the equilibrium x = 1 is stable whereas x = 0 is unstable.
Therefore, in this case, high risk rate, large group size, big initial endowment as well as
small target sum can promote the cooperation.

Table 1. Stability of equilibria in the case of returning the contribution

T T
P> nw P< yw

x = 0 unstable stable
x = 1 stable unstable
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3 Population Dynamics: Not Returning the Contribution

If the contribution is not returned when the final goal is not achieved, the situation is
more complex than that discussed above. We also assume that the donator contributes
T /N while the defector donates nothing. The public goods can be provided if and only
if all participants cooperate. In this case, the remainder in the private account of a co-
operator and a defector in a group consisting of n many cooperators and N — n many
defectors are given by
w T N
- , n=
Pc(n) = N .
(1—p)(W—N),0<n<N

and
Pp(m)=(1-pW,0<n<N.

Based on the remainder, it is found that if the danger happens with certainty (p =
1), they are better off donating than defecting. If the danger never happens (p = 0),
defection is the best choice. However, if the danger happens with an nonzero and non-
one probability, some individuals want to save their interests by cooperating, whereas
the others are willing to gamble for the danger. If the donation amount exceeds the
expected loss arising from the risk, i.e., T/N > pW (p < T /(NW)), defection dominates
cooperation. The strategy profile of all defection is the unique Nash equilibrium. If
T/N < pW (p > T/(NW)), everyone is better off if the public goods is provided than
not. The "all cooperation” set of strategies is a Nash equilibrium as no one can increase
his gains by changing his own strategy while the others stay the same. However, it is
an unstable equilibrium because once one player changes his strategy, the remaining
players can increase their expected gains by altering their strategies. These changes
lead to another Nash equilibrium, the profile of "all defection”.

The above discussion is about the one-shot game. Now, we investigate the evolution-
ary behavior of the repeated game using the replicator dynamics. Analogously to the
calculations in Sec. 2] the expected remainder in the private account for a cooperator
and a defector is, respectively, given by

N-1
fo = Z(NJ_- 1)x"yN“‘ch(j+ D

=0

T T
= =-p(W- N)+XN71P(W— N

Nl .
fo = Z ( i )xny”PD(ﬁ
Jj=0
= -pW
Accordingly, the replicator dynamics in the case of no return is derived as
X =x(1 = x)(fc - fp) ®)

o aoow_ Ly T
= x(1 = )X p(W N -l
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Its Jacobian is written by
1 T T 1 T
J=A=290"pW = )= (=Pl + A A=)V = Dp(W = ). )

We focus on the steady state which the system evolves to after the transient behavior.
Let x = 0, we get all fixed points of the system whose stability is dependent on the
value of the risk rate p. Hence, we distinguish three situations as follows.

() If p = 0, Eq. (8) reduces to

. T a
X = Nx X).

This system has only two boundary fixed points, x = 0 and x = 1. Its Jacobian is
J = —]{,(1 — 2x). At x = 0, the Jacobian becomes J(x = 0) = =T /N < 0, leading to a
stable equilibrium. At x = 1, the Jacobianis J(x = 1) = T/N > 0, leading to an unstable
equilibrium. In this case, the population system converges to the state of all defectors.
No one wants to contribute his savings to avoid an impossible risk.

(2) If p = 1, Eq. (8) reduces to

i=(W- ;)xN(l —x).

There are also only two boundary fixed points x = 0 and x = 1. It is worth noting that
the initial endowment W is needed to exceed the donation amount 7/N. The fraction x
is an increasing function of ¢ in the interval 0 < x < 1 irrespective of the initial state as
X > 0 is always satisfied. Departure of the trajectory from the point x = 0 shows that
x = 01is an unstable equilibrium. For the equilibrium x = 1, the Jacobian is

T
Jx=1)=-W N)<O.
Thus, the fixed point x = 1 is stable, leading to extinction of defectors. We can find that
all individuals in this population choose to donate eventually. In fact, if the danger hap-
pens with certainty, the best response for each individual is to donate unconditionally.
(3) If 0 < p < 1, we also obtain two boundary fixed points x = 0 and x = 1 from
x = 0. For the point x = 0, Eq. (9) becomes

J(x:O):—]]\;(l—p)<0.

It determines that the equilibrium x = 0 is a stable boundary fixed point. For the equi-
librium x = 1, the Jacobian is
T
Jx=1)=__—pW
(x=1 NP
It is below zero under the condition of p > T /(NW) and exceeds zero in the case of p <
T/(NW). Thus, the boundary fixed point x = 1 is a stable equilibrium if p > T/(NW),
while an unstable equilibrium, otherwise. That is to say, if the expected loss is larger
than the donation amount, everyone is likely to donate and the population may be full
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of cooperators. Whereas if the expected loss is smaller than the donation amount, no
one want to cooperate as they think it is not worthy to protect their savings by donating
much more amount.

In addition, it should be illuminated that for p < T/(NW), there is no interior equi-
librium and for p > T /(NW), there is only one in the interval (0,1). In order to show
this, we set

T
(1-p).

T
Fo=x""pW - )-

The partial derivative of F(x) with respect to x is
F'(x) = (N - Dx"2p(W - T/N) > 0.

The polynomial F(x) is an increasing function of the fraction x. It is worth noting that
T
FO=- (1-p)<0
0)y=-,ad-p

and

T T
F()=p(W = )= (1=p).

In the case of p < T/(NW), the result that no root of F(x) exists in the interval (0,1)
is derived from F(1) < 0 (see Fig.[I). While if p > T/(NW), inequalities F(1) > 0,
F(0) < 0 leads to only one root in (0, 1). Let F(x) = 0, we obtain the unique interior
fixed point as

N-1 T T
X' = JNa—mAMW—Nn

At the interior equilibrium x*, the Jacobian is
* T *
J(x=x") = N(l—x Y1 -=p)(N-1)>0,

leading to an unstable equilibrium.

To sum up, the collective risk brings in a rich dynamics (see Table 2). When there
is no risk (p = 0), the population is full of defectors ultimately irrespective of the ini-
tial state. This phenomenon where defection dominates cooperation persists until the
expected loss equals the donation amount (p = T/(NW)). With further increase of
the risk rate, the evolutionary dynamics transforms to defector and cooperator bistable
(T/(NW) < p < 1). In this situation, both of strategy ’cooperation” as well as ~defec-
tion” are the best response for each individual. Which state the population approaches
to eventually depends on the initial state. Furthermore, when the risk happens with cer-
tainty (p = 1), cooperator dominates defector and defector vanishes. The population is
composed of all donators (Fig.2).

Moreover, in the case of p > T/(NW), the states x = 0 and x = 1 are both stable
nodes. Which state the system evolves to eventually depends on which attraction basin
the initial state is located. The interior equilibrium x* separates the attraction basins of
x = 0and x = 1. If the initial state meets xy < x*, the system ends up with all individuals
donating nothing, otherwise, each individual chooses to donate the fair share. Hence,
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6
4,
ol p>T/NW
x
T
0
-2 p<T/N
-4 . . .
0 0.2 0.4 0.6 0.8 1

X

Fig. 1. The difference between the expected remainder of cooperators and defectors F(x) as a
function of the fraction of cooperators. If p > T/(NW), there is only one interior fixed point in
the interval (0,1), whereas no interior equilibrium, otherwise.

Table 2. Stability of equilibria in the case of no return

O<p<l1

T T
P<nw P> nw

x = 0 stable unstable stable stable

X — — — unstable
x = 1 unstable stable unstable stable

[ 2 > [ —— ® =
0 | X0 X | X0 1 X
(a) (b) (©)

Fig. 2. Evolutionary dynamics under the change of the risk rate p. Filled and open circles rep-
resent the stable and the unstable fixed points, respectively. Arrows indicate the evolutionary
direction. (a) If 0 < p < T/(NW), defection dominates cooperation;(b) If T/(NW) < p < 1,
cooperation and defection are bistable; (c) If p = 1, cooperation dominates defection.

decreasing the equilibrium x* broadens the attraction basin of x = 1, making it easier to
reach the state of all cooperators and promoting the emergence of cooperation.

4T T
Observing x* = N{/ N( p’1 -1/ (W - N), we find that the interior equilibrium x* is

a decreasing function of the risk rate p. Therefore, increasing the risk rate reduces the
attraction basin of all defection, meanwhile, broadens that of all donating. Cooperation
is favored when the risk rate is high. This result agrees well with the fact in our soci-
ety. The higher the risk rate, the more the donators, the higher the probability that the
population reaches the target sum.
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Similarly, the attraction basin of state x = 0 is shortened with the increase of the

42T T
endowment W according to x* = N\]/ N(l -p)/Ip(W - N)], and the decrease of the

. NW
final target T derived from x* = N{/(l -p)/Ip( T 1)]. Hence, it is easier for the

population to be full of donators with larger endowment and smaller target sum. In fact,
the larger the remainder left in the personal account, the higher the aspiration to avoid
risk, the larger the probability to reach the state of all cooperation.

Besides, noticeably, when the group size N tends to infinite, the interior equilibrium
X" is

lim x* = lim

N—ooo N—oo

wi| TL=p) _ limyoo "JTA - p) _
PWN=T)  limy_e "3P(WN - T)

It indicates that for sufficiently large group size, the attraction basin of the state x = 1
is approximate to zero. Thus, large group size has a negative impact on the emergence
of cooperation in the case of no return.

Actually, this result does not contradict the conclusion in Sec.[2l In the above sec-
tion, increasing the group size decreases the donation amount. It is easier to satisfy the
condition that the expected loss is larger than the donation amount, encouraging par-
ticipants to cooperate. Whereas in Sec. 3] increasing the group size N means that the
number of donators needed for the final target is raised. So it becomes harder to meet the
number, decreasing the probability to reach the threshold. Too many failure of the target
depresses the cooperative behavior. Accordingly, in Sec.[3] large group size hinders the
emergence of cooperation.

4 Conclusions

In summary, we have proposed an evolutionary public goods game with threshold incor-
porating the effects of collective risk, which mimics the characteristics of the collective-
risk social dilemma. Compared with the most studied mechanisms [8I10], risk is an
original factor introduced in the public goods game. Because the provisions of public
goods in the other models are always based on the gains from the public goods, whereas
provision of public goods in our model stems from avoiding the loss attributed to the
collective risk, meanwhile, participants receive no income. We distinguish two types
of public goods game according to whether to return the contributions when the final
target is not reached. In both of the two cases, we found that if the rate of loss p is
less than 7/(NW), the contribution to the public goods exceeds the expected loss. In
this situation, there is no incentive to cooperate. The population evolves to the state of
all defectors. If p > T/(NW), the expected loss exceeds the donation amount, all co-
operation is the final state in the case of returning the contribution. While in the case
of no return, the two strategies, donating the fair share and defecting, are bistable. For
the two cases, probability to reach the state of all cooperators enhances as p increases.
It is worth noting that in the case of no return, with the increase of the risk rate p, a
rich population dynamics appears. Scenarios of defection dominance, defection as well
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as cooperation bistable, and cooperation dominance occur successively. In addition, we
also found cooperation can be significantly enhanced by large initial endowment and
small target sum. Interestingly, group size plays an opposite role in cooperation in the
two cases. In the case of returning the donation amount, large group size raises the
probability to reach the state of all cooperators; while in the other case, large group size
suppresses the emergence of cooperation.
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Abstract. A novel method based Full Bayesian Model for Neural Network (

FBMNN ) to study the statistical dependency of wavelet coefficients is pre-
sented. To overcome the ignorance of the relationship between wavelet coeffi-
cients, we introduce the FBMNN to model joint probability density distribution
(JPDF) of Child and Parent wavelet coefficients. According to the characteris-
tics of the suggested FBMNN-JPDF model, its parameters are estimated by re-
versible jump MCMC (rjMCMC) algorithm. Finally, a practical application on
denoising image by using the FBMNN-JPDF model is demonstrated and the re-
sult shows that the suggested method can express wavelet coefficients depend-
ency efficiently.

1 Introduction

The prior distribution of the wavelet coefficients plays an important role in image
processing based Bayesian method in wavelet domains. In the past years, many au-
thors use the Gaussian functions, Laplacian and mixture Gaussian model to analysis
the statistical characteristics of wavelet coefficients. However, most of them focus on
independent scale while the relationship between the scales is ignored. Recently,
M.S.Crouse proposed hidden Markov model (HMM) to study the relationship be-
tween the scales[1].

In this paper, we present that dependency of the wavelet coefficients is studied by
the JPDF of Child and Parent wavelet coefficients, furthermore, the JPDF is approxi-
mated by the FBMNN. As we all know, artificial neural networks (ANN) are power-
ful nonlinear approximation tools, which rely on structured combination of many
parameterized basis function to perform regression, classification and density estima-
tion. They can approximate any continuous function arbitrarily well as the number of
neurons increased without bound. In addition, they have been successfully applied to
many and varied fields, including speech recognition, financial modeling and medical
diagnosis. But it is difficult to estimate the common ANN parameters, especially for
the number of the basis functions. So, we propose that FBMNN introduced by
C.Andrieu[2] is used to model the JPDF for its efficiency in parameters estimation
than the common ANN.

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 104 2009.
© Springer-Verlag Berlin Heidelberg 2009
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The remainder of the paper is organized as follows: firstly, we present the princi-
ples of the FBMNN. Secondly, we study the JPDF of Child and Parent wavelet
coefficients, subsequently, we formalize the FBMNN-JPDF model and rjMCMC
algorithm is derived to deal with the suggested model. Thirdly, the performance of the
suggested model is illustrated by denoising image. Finally, some conclusions are
drawn in conclusion section.

2 FBMNN

Many physical processes may be described by the following nonlinear, multivariate
input-output ANN mapping:

y, = Z;Oajgb(ll X, = ; N(1-Dire(k)+b+A"x, +n,  k=012-, 1

where x, € RY corresponds to a group of d-dimensions input variables, y, € R to the

c-dimensions target variables, Dirc(e) is Dirac Function, Il el denotes an Euclidean

distance metric, ¢(p) denotes basis function, u; € R ¢ denotes the j-th RBF center for

a model with k RBFs, a; € R the j-th RBF amplitude , be R®and S R* xR are
linear regression parameters. The noise sequence n, is assumed to be zero-mean and

0'[2 -variance white Gaussian.
For convenience, Eq.(1) is expressed in vector-matrix form:

Y =DMy tas XN ) B ppdak, e T 0 @

Given the data set{x, y}, our objective is to estimate the unknown NN parameters: the

number k of RBFs and their parameters 6 = {&,., 1. s 441:x 1. ,0'12:0} .

There are many approaches to reach the objective. Here, considering the Bayesian
inference of k, 8 ,C.Andrieu setup a natural hierarchical structure called FBMNN
41 According to FBMNN, Eq.(2) can be expressed efficiently by introducing hyper-

parameters ¥ = {A, 6%}, here 8 ~ Inverse Gama (a5, Bs) (a5 =2,85 >0) and
A ~ Gama(0.5+¢,,&,)(g, £, <<1) . So, Bayesian inference of k, & conditioned on the
data set{x,y} is:

Pk AW X,Y) =P, Oy g 50> 0 1% Y) o< DY K, O g 503 Ay O XK, s 05 A0 (3)

Eq.(3) integrates with respect to ¢, (Gaussian distribution) and with respect to

o’ (inverse Gamma distribution) to obtain the posterior: p(k, i, A0 2 X, V).

In a word, We can firstly use the standard methods such as: ML, MAP ,MCMC or
JMCMC to estimate the parameters: K, 4, ,then compute the coefficients ¢, by

least squares according to Eq.(2) and use the conventional estimation of the variance

to get the White Gaussian noise o 2,
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3 FBMNN-JPDF Model

3.1 JPDF of Nature Image

Researches show that the PDF of nature image intensity is similarity. Based on lots of
experiments, we find that the JPDF of the nature image’s Child and Parent wavelet
coefficients has also similarity. Fig.2 (b) is illustrated the similar characteristics. The
JPDF is reached by the following steps: firstly, the nature image f (m,n)is decom-

posed (Fig.2(a)) by Mallat Pyramid"™,

Mk

[(DJH a9 my; (n)] +

fan )= [(Af s Ou s M)y (n)] +
k.l

k,

~
1
~

(D} e x (m)y; ()] )

Mz
Mk

Z [(D}/ Sleav jx (m)g; (n)] +

1k,

k,

~
n

~
||

Then, calculate the JPDF of Parent and Child wavelet components.

3.2 JPDF Based FBMNN

Considering the features of JPDF: statistical similarity and nonlinearity, We introduce
the FBMNN model described as section 2 to model the relationship of the vertical
wavelet coefficients between Child and Parent. that is:

Yo=20 agix, —u )+b+ fTx 40, k=12
Y. =PV V)lin, , 5)
Xy :[vc VP]I:N,I:Z

where d =2,¢ =1, the number of RBFs is from 1 tok . (k. =N—-(d+1)),

max max

v¢ V P denote the vertical wavelet coefficients of Child and Parent respectively, and

p(VE, V") denotes the values of JPDF. So, the parameters of the suggested JPDF-

FBMNN can visualize with a directed acyclic graphical model(DAGM) as shown in
Fig.1

ED D& & CaD

5 &5 O
T ,/,//'//'l:;/////
<i\?‘\\ ////;LiD

= 1

Fig. 1. DAGM for the JPDF- FBMNN
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3.3 Parameters Estimation with rjMCMC Algorithm

The estimation of the joint posterior distribution Eq.(5), where k is unknown, is very
complex by the Bayesian computation. So, we use the reversible jump MCMC
(rfMCMC) which has been introduced by Green'! and this algorithm is capable of
jumping between subspace of different dimensions. For our problem, the following
moves have been slected:

1) grow/decrease the network: Birth of a new RBF and Death of an existing RBF.

2) local adjustment: Merge a RBF with its closest neighbor RBF and Split a RBF into
two neighbors.

3) update the RBF centers.

The main steps of the algorithm are as follows:

initialization: set {k,,ul:k,,l\,ﬁ2 O

Loop 1
(1) uniformly sample u at [0,1]
(2) if (u<grow/decrease probability),then Birth/death
of a new RBF move
Else if (u<local adjustment probability), then
Merge/Split of a new RBF move
Else Update the RBF centers
End if
(3)DOQMnand02samples

End loop

4 Simulation and Result

In the MATLABG.5,we choose the probabilities of the suggested moves: birth, death,
merge, split and update to satisfy the following constraints: 1) b, +d, +m, +s, +u,

e[0.251] for all 1<k <k, ;
k=1; 3) b, =s; =0 ,the birth and split are not allowed fork =k, ; 4)except the

max °

2) m; =0 that is merge move is not permitted for

k+1
cased:1)~3),we adopt the s, = b, =0.25 min{l,%} - m,,, =d,,, =0.25min
p
k+1
{1, il )} , Where p(k)is the prior probability of model.

p(k)
In our simulation, ¢(p) is chosen to be Gaussian @(p) =exp(—;tp2) ,We use the
400 observations of the nature image wavelet coefficients data set{ ve vr }to train

our model. Fig.2 (b) shows the 3D plots of the training data from empirical JPDF and
Fig.2 (c) is the simulated JPDF by the suggested method after 3000 iterations. The
RMSE of this method is 0.25% less than that of mixture Gaussian method'®’.
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empirical joint pdf simulated joint pdf

Fig. 2. (a) Mallat Pyramid (M=2) of “cameraman” by “db4” wavelet function; (b) empirical
JPDF data; (c) simulated JPDF

Further, we use the result to denoise a image.Suppose a nature image f is noised
by i.i.d. gaussian noise m with zero mean, the noisy image gisg=f+n. In the
orthogonal wavelet domain, y=w+n where, y ,w and nis the orthogonal wavelet
coefficients of g, f and n respectively.

Lety={y,y,}.w={w,w,}, n={n,n,}, w, =ve, w, =V¥ and yl,y2,n1,n2
denote observed image wavelet coefficients and noise wavelet coefficients respec-
tively. With the help of Bi-variate Bayes rules and Poster Expected estimation algo-
rithm', the estimator of the original image wavelet coefficients is:

{‘fl} =E, . [pwi.wy 13,3, = Ewl,wzip(B ‘}—Dl })p(Bl })] : (©)

L) 2 2 2

. . 1 —(n; +n}
where | "™ | is the approximated PDF by Eq.5 and ,{ % || ™ | _ —expM),
rq D 2 2
w, wl|m| 20 20,

o2 means noise square derivation.

Giving a nature image 1024*1024 "remote image” Fig.3 (a) and the observed noisy
image Fig.3 (b). In “db4” wavelet domain, the suggested method result is Fig.3 (d) in
contrast to Wiener method result in Fig.3 (c). We can see the suggested method can
get good visual feelings.

=00
aoo
so0

=rm

L

aoo B

[

so0

1ooo B 1000

=] pETaT =Tl = EXRTaTe] = EaaEEGE]

Fig. 3. (a) original image; (b) noisy image(SNR=3.33dB); (c) Wiener ; (d) the suggested
method
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In addition, the performances by SNR and RMSE criterion are compared between
the Wiener method and the suggested method, when the noisy image SNR is 0.36dB,
the suggested method improves the performance over Wiener by 4.25dB in SNR and
12.8% in RMSE. With the change of the SNR of the noisy image, the performance is
different; when SNR is lower than 6dB, the suggested method’s performance im-
proves greatly; On the other hand, when the SNR is higher than 15dB, the suggested
method’s performance is less efficient than Wiener method.

5 Conclusion

We introduce the FBMNN to model nature image’s JPDF of Child and Parent wavelet
coefficients. This method overcomes the ignorance of the relationship between the
wavelets coefficients and improves the performance of prior distribution. Following
the procedure of modeling the JPDF-FBMNN, we do a practical application to share
the efficiency of the suggested model.
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Abstract. Statistical Learning Theory on uncertainty space is investigated. The
definitions of empirical risk functional, expected risk functional and empirical
risk minimization principle on uncertainty space are introduced. Based on these
concepts, the bounds on the rate of uniform convergence of learning process are
given, which estimate the value of achieved risk for the function minimizing the
empirical risk and the difference between the value of achieved risk and the
value of minimal possible risk for a given set of functions.

Keywords: Uncertain measure, Expected risk functional, Empirical risk func-
tional, Empirical risk minimization principle, Bounds of the rate of uniform
convergence.

1 Introduction

Statistical Learning Theory (SLT) [1-3] was introduced by Vapnik et al., concerning
itself mainly the statistic principles when samples are limited. SLT provides a new
framework for some general learning problems, the key idea is to study the generali-
zation abilities of learning machine through controlling the learning machine's capac-
ity. Based on this theory, a novel pattern recognition method - Support Vector Ma-
chine (SVM) was provided. Comparing to the machine learning methods in the past,
SLT and SVM show great advantages. Many scholars have begun to pay attention to
the academic field [1-10], it is believed that SLT and SVM are becoming a new hot
area in the field of machine learning [4-10].

The bounds on the rate of uniform convergence of learning process are important
parts of the SLT. They determine the generalization abilities of learning machine by
using the empirical risk minimization principle (ERM), and are important foundation
for analyzing the performance of learning machine and developing new learning algo-
rithms. By estimating the bounds, we can get the relationship between empirical risk
and actual risk in ERM, thus we can study the generalization abilities of the learning
machine.

Despite SLT shows good characters in dealing with learning problems in the case
of the small samples, there are still some disadvantages such as the fact that SLT is

* Corresponding author.

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 110 2009.
© Springer-Verlag Berlin Heidelberg 2009



The Bounds on the Rate of Uniform Convergence of Learning Process 111

established on probability space. As we all know, the condition of additivity of prob-
ability is very strong, sometimes it can not be satisfied in practical application. Addi-
tivity was challenged by non- additivity like theory of capacities by Choquet [11] and
fuzzy measure theory by Sugeno [12]. In order to deal with general uncertainty, Liu
founded uncertainty theory [13], Uncertain theory provides the commonness of prob-
ability theory, credibility theory and chance theory.

In this paper, the research of SLT is extended to uncertainty space, by using uncer-
tain measure — a kind of non-additive measure, the bounds on the rate of uniform
convergence of learning process and the relation between the bounds and the capacity
of the set of functions are given and proved.

2 Preliminaries

In this section, we review some basic notions, which will be of interest in the ensuing
investigation. The reader can refer to [13,14] for further detail.

LetT"be a nonempty set, and letL be ac -algebra overI". Each element A € L is
called an event. In order to present an axiomatic definition of uncertain measure, it is
necessary to assign to each event A a number M { A }which indicates the level
that A will occur. In order to ensure that the number M { A }has certain mathematical
properties, Liu [14] proposed the following four axioms.

Axiom 1. ( Normality ) M {T } =1.
Axiom 2. ( Monotonicity ) M { A, } <M { A, }whenever A;, C A,
Axiom 3. ( Self-Duality ) M { A } + { A€ } =1 for any event A .

Axiom 4. ( Countable Subadditivity ) For every countable sequence of events{ A; },
we have
M { U A,}SZM (A)-
i=1 i=l
Definition 1. [14] The set function M is called an uncertain measure if it satisfies the

normality, monotonicity, self-duality, countable subadditivity axioms. The triplet
(I',L,M )is called an uncertainty space.

Throughout this paper, unless otherwise stated, (I',L,M ) is an uncertainty space.

Definition 2. [14] An uncertain variable £is a measurable function from an uncer-
tainty space to the set of real number, i.e., for any Borel set B of real numbers, the set

{¢e B} ={reT|&(y)e B}

is an event.

Definition 3. [14] The uncertainty distribution(D:R—>[O,l] of an uncertain vari-
able £ is defined by

®(x)=M {yeT|E(y)<x}.



112 X. Zhang et al.

Definition 4. [14] The uncertainty density function @: R — [0,+e] of an uncertain

variable £ is a function such that
() =" g(y)dy
[T ondy=1

where @ is the uncertainty distribution of £ .

Definition 5. [14] Let £ be an uncertain variable. Then the expected value of £is de-
fined by

EIE)=["M (&2 rar—[" M{£<rldr

provided that at least one of the two integrals is finite.

Proposition 1. [14] Let£be an uncertain variable whose uncertainty density func-
tion ¢ exists. If the Lebesgue integral

r: x@(x)dx

is finite, then we have

E[£]=[" xp(x)dx .

Proposition 2. [14] Let £ be an uncertain variable with finite expected value. Then for

any real number a and b , we have
Ela&+Db]=aE[E]+D.

Definition 6. [14] The uncertain variables &, &, ,---, &, are said to be independent if

E{Z ﬁ(é»} =3 EIf (&)

for any measurable functions f,, f,,---, f, provided that the expected values exist and
are finite.

Proposition 3. [14] If £ and 77 are independent uncertain variables with finite expected
values, then we have

Ela& +bn]=aE[{]+bE[£]
for any real numbers a and b .

Definition 7. [14] The uncertain variables £ and 77 are identically distributed if
M {{e B} =M {ne B}
for any Borel set B of real numbers.
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3 Main Results

In this part, consider a function set concluding N indicator functions Q(z,e,)

k=12,---,N, where z,,z, -+, z, are independent and identically distributed samples.

Definition 8. Let @ (z)be the distribution function of uncertainty random variable z .

Then on the uncertainty space, expected risk functional and empirical risk functional
are defined by

R.(@)=E[Q(z.2)] ()
R, (@) =%ZQ(Z,-,0!) 2

Definition 9. (Empirical Risk Minimization Principle) Let Q(z,¢, ) minimize the ex-

pected risk , Q(z, ¢, ) minimize the empirical risk. We take Q(z, ¢, ) as an approxima-

tion of Q(z,¢,) . The principle of how to solve uncertain risk minimization problem is

called Empirical Risk Minimization Principle on uncertainty spaces (UERM).
In this section we discuss the rate of convergence of learning process , mainly
discuss two questions:

1. What actual risk R(¢) is provided by the function Q(z,¢,) that achieves
minimal risk R,,,, (/) ?
2. How close is this risk to the minimal possible inf, R(O!) ,ae A, for a given

set of functions?
In the following we will give the answers of these two questions.

Theorem 1. ( Hoeffding inequality ) Let the uncertain variable sequence &,¢&,, -+, &,

be independent, and S, = Z§ . Then for any A >0,7>0and p >0, we have

i=1
M {S,—E(S,)>1}< e*‘p’E[e“’“f"'“ﬂ :
Proof. We can get it by the property of uncertain variable and Markov inequality [14].

Remark 1. We get the same result as in probability space, credibility space, and
chance space for Theorem 1, when p =1.

Theorem 2. Let £ be an uncertain variable whose expected value is 0, and £ € [a,b] .

Then for any 4 > 0, we have
E [e’u’:] < e/lz(b_a)z/8 .
Proof. By the property that power function is convex, we have

X< g_aeﬂb_i_b_geﬂa.
b-a b-a
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Taking expected value on both sides, we get

E(elf) SM: (1_p+peﬂ(”‘“))e‘/l("—“)ﬁ :e(¢(u))

b-a
where¢(u)=ln(1—p+pe“)—up,u=/1(b—a),p=—ba .
—a
We know ¢(0) = ¢ (0) =0, meanwhile
. p(l-p)e™ 1
¢ (M)Z(—)uzﬁz
(p+(1-p)e”)
By Taylor expansion, for @€ [0,u], we have
2 22 (b—a)’

o(u)=9(0)+up (0)+”7¢" (6) g%; -
Thus

E [645] < eﬂz (b-a)* /3 ‘

Theorem 3. Let& € [qa,,b,], i =1,2,---,n be uncertain variables which are bounded.

If &, &,...,&, are independent, then for any 7 >0, p >0 we have

M {s, —E(SH)ZI}Sexp[g%].

M {S,-E(S,)< —t}Sexp(iﬂ].

i=1 (bl. —a,. )2
Proof. Combining Theorem 1 and Theorem 2, we have
= Ap* (b —q, )2
M {S,—E(S,)=t}<exp _ﬂp“’ZT 3)
i=1
Let
2= 4pt

Minimizing the right side of (3), we have

n _2 2t2
M {S” -E(S,)2 t} < exp[;ﬁj.

Similarly, we have
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M {S,-E(S,)< —t}Sexp(Zn:ﬂJ.

= (b -a)
The theorem is proved.
Applying Theorem 3 to the model that is discussed, we have
M {(R(@)-R,, (a))> &} <exp{-2¢"p’l] (4)
M {(Rmp (a)-R(a)) >g} <exp{-2¢’p’l} ()
where b, —a, =1, 1 is the number of the set of functions.

Theorem 4. Let Q(z,ak) ,k=12,---,N be a set of indicator functions. Then for
any p > 0, the inequality
InN—-In7

21 ©

1
R(e,)- R, ()< ;

holds with uncertain measure at least1—77.

Proof. M { sup (R(Otk )=R.,, (e )) > 8}

<M {LNJ(R(ak)—Re,n,,(%)>€)}

< iM {R(a,)-R,, (&)> ¢}

k=1
< Nexp{—2€2pzl} (N

Let
O<np<l.

Nexp{—282pzl} =7.

8:i /lnN—lnn .
p 21

M {sup (R(e)-R,, (ak))Se}Zl—n.

1<k<N

Solving £ , we have

Then (7) is written by

For the set of functions Q(z,¢; ),k =1,2,---, N, inequality

1 InN-Inp
R(ak)—Rgmp(ak)s; /2—1

holds with uncertain measure at least I-7. The theorem is proved.
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Let Q(z,ak(o) ) be the function that minimizes the expected risk, Q(z,ak(l) ) be the func-

tion that minimizes the empirical risk, (6) is true for all functions in the set , also
holds true for the function Q(z, %) ) .

Therefore, the following inequality holds with uncertain measure at least1—7.

)R () ®)

This inequality answers the first question: What actual risk R (¢, ) is provided by the

R (“k(z)

function Q(z,, ) that achieves minimal risk R, , (¢, ) ?

Theorem 5. For any p > 0, inequality

R(Olk(l))—R(Olk(o))Si(\/lnNz_llnn+\/_IZF;T7J 9)

p
holds with uncertain measure at least1—27 .

Proof. For the functionQ(z,ak(m)which minimizes the expected risk, the following
inequality holds

M {Rw (ak(o) ) - R(%(o) ) > g} <exp{-2¢”p’l}.
This inequality means that the following inequality holds with uncertain measure at

leastl—177.

R,, (“k(o) )_ R(“k(o) ) < [

p\V 2l (10)

Because Q(z, o ) is the function that minimizes the empirical risk, the inequality

Remp (ak(()) ) _Remp (ak(l) ) 2 O :
holds. Combining this inequality and formulas (8), (10) then the following inequality

R(“k(z))—R(ak(O))gl(\/lnNz—llnﬂ+\/—121}77]

p
holds with uncertain measure at least1— 27 . Theorem 2 is proved.

Theorem 5 gives the answer to the second question at the first of this section: How
close is this risk to the minimal possibleinf, R (a) ,ae A, for given set of functions?

Remark 2. We get the same result as in probability space, credibility space, and
chance space from Theorem 3 to Theorem 5, when p =1.

4 Conclusions

In this paper, we provide the bounds on the rate of uniform convergence of learning
process on uncertainty space which is broader than probability space, chance space
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and credibility space. Further investigations might focus on such fundamental issues
as structural risk minimization, VC dimension theory and address the applied aspects
such as support vector machines on uncertainty space.

Acknowledgments

This work is supported by the National Natural Science Foundation of China (No.
60773062), the Natural Science Foundation of Hebei Province of China (No.
F2008000633), the Key Scientific Research Project of Education Department of He-
bei Province of China(No.2005001D) and the Key Scientific and Technical Research
Project of the Ministry of Education of China (No. 206012).

References

10.

11.
12.

13.
14.

Vapnik, V.N.: Statistical Learning Theory. A Wiley-Interscience Publication, New York
(1998)

Vapnik, V.N.: The Nature of Learning Theory. Springer, New York (1995)

Vapnik, V.N.: An Overview of Statistical Learning Theory. In: 8th IEEE Transaction on
Neural Network, pp. 988-999. IEEE Press, New York (1999)

Zhang, X.G.: Introduction to Statistical Learning Theory and Support Vector Machines.
Acta Automatica Sinica 26(1), 32-42 (2000)

Su, C., Yang, C.H.: Feature Selection for the SVM: an Application to Hypertension Diag-
nosis. Expert Systems with Applications 34, 754-763 (2008)

Huang, C.L., Chen, M.C., Wang, C.J.: Credit Scoring with a Data Mining Approach Based
on Support Vector Machines. Expert System with Applications 33, 847-856 (2007)

Jin, B., Tang, Y.C., Zhang, Y.Q.: Support Vector Machines with Genetic Fuzzy Feature
Transformation for Biomedical Data Classification. Information Sciences 177, 476-489
(2007)

Ha, M.H., Bai, Y.C., Tang, W.G.: The Sub-key Theorem on Credibility Measure Space.
In: Proceeding of 2003 International Conference on Machine Learning and Cybernetics,
Xi’an, China, vol. 5, pp. 3264-3268 (2003)

Ha, M.H., Li, Y., Li, J., Tian, D.Z.: Key Theorem of Learning Theory and Bounds on the
Rate of Convergence Based on Sugeno Space. Science in China. Ser. E Information Sci-
ences 36(4), 398-410 (2006)

Ha, M.H., Tian, J.: The theoretical Foundations of Statistical Learning Theory Based on
Fuzzy Number Samples. Information Sciences 178(16), 3240-3246 (2008)

Choquet, G.: Theory of capacities. Annal de I’Institute Fourier 5, 131-295 (1954)

Sugeno, M.: Theory of Fuzzy Integals and its Applications. Ph.D. Dissertation, Tokyo In-
stitute of Technology (1974)

Liu, B.: Uncertainty Theory, 2nd edn. Springer, Berlin (2007)

Liu, B.: Uncertainty Theory, 3rd edn (2008), http://orsc.edu.cn/liu/ut.pdf



Adaptive Growing Quantization for
1D CMAC Network

Ming-Feng Yeh and Kuang-Chiung Chang

Department of Electrical Engineering,
Lunghwa University of Science and Technology,
Taoyuan 33327, Taiwan
{mfyeh, kcchang}@mail.lhu.edu.tw

Abstract. This study attempts to propose an adaptive growing quantization ap-
proach for one-dimensional cerebellar model articulation controller (1D
CMAC) network. Even though the target function is unknown in advance, the
learning error can be still acquired and then is utilized to determine whether the
input space needs to be repartitioned or not. Once the input space is determined
to be repartitioned, some new knots are inserted for further quantization, and
then the number of the states is increased. Therefore, the proposed approach
not only possesses the adaptive quantization ability in the input space, but also
has the growing feature in the number of the states. Beside, the linear interpola-
tion scheme is applied to calculate the CMAC output for simultaneously
improving the generalization ability and reducing the memory requirement.
Simulation results show that the proposed approach not only has the adaptive
quantization ability, but also can achieve a better learning accuracy and a faster
convergence speed.

Keywords: Cerebellar model articulation controller, Adaptive quantization,
Pseudo-inverse, Linear interpolation.

1 Introduction

The cerebellar model articulation controller (CMAC) network, proposed by Albus [1,
2], is a kind of supervised neural network inspired by the human cerebellum. This
network learns input-output mappings based on the premise that similar inputs should
produce similar outputs. Therefore, unlike multi-layer feedforward networks, CMAC
networks store information locally. Owing to its fast learning speed, good generaliza-
tion ability and ease of implementation by hardware, the CMAC network has been
successfully applied in many applications such as control problem, signal processing
and pattern recognition [3-5]. Other previous researches concerning about CMAC
network have focused mainly on developing the CMAC learning algorithms [6, 7],
improving the CMAC topology [8, 9], and selecting the learning parameters [10, 11].
This study attempts to propose an adaptive growing quantization approach for 1D
CMAC network. Learning starts with a conventional 1D CMAC using low resolution
and equal-sized quantization. The learned information is employed to evaluate
whether the input space needs to be repartitioned or not. Once the input space is de-
termined to be repartitioned, some new knots are inserted into the input space for

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 1184127, p009.
© Springer-Verlag Berlin Heidelberg 2009
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further quantization, where the locations of those newly inserted knots are placed
according to the learned information. Inserting new knots also causes some increase
in the number of states. Such a mechanism enables the CMAC not only to possess the
“adaptive” quantization ability in the input space, but also to have the “growing”
feature in the number of the states. Since Albus’ CMAC uses a binary basis function
as association memory selection vector in the learning and recall processes, the output
is constant within each quantized state. That is the main reason to result in the gener-
alization error of CMAC. Without using B-Spline or Gaussian function as the basis
function to smoothen the CMAC output [8], the study applies the linear interpolation
scheme to the recall process of Albus’ CMAC for improving the learning accuracy.

Any newly inserted knot will cause some variations in the block division of CMAC
such as the number of states, the entire memory size and the association memory
index. Hence, that CMAC must be retrained again for attaining a high learning per-
formance. Such a retraining process may be done several times during the adaptive
growth process and then makes the proposed method become very inefficient. In
order to achieve the purpose of fast learning speed, this study also proposes an aver-
age method to generate some virtual training patterns from the given training dataset.
Once every virtual training target is determined, the memory contents, which could
minimize the quadratic error, can be obtained by the pseudo-inverse scheme. By this
way, a CMAC requires only one training step to obtain the learned information of
memory contents. After very adaptive growth step, if necessary, the virtual training
patterns must be updated according to the newly quantized space.

2 Preliminaries

In a CMAC network, each state variable is quantized and the problem space is divided
into discrete states [1, 2]. A vector of quantized input values specifies a discrete state
and is used to generate addresses for retrieving information from memory elements
for this state. The basic structure of CMAC is depicted in Fig. 1. In the figure, the
association memory A is obtained from the input space S, the associated data stored in
the memory cell W are yielded in accordance with each input state. The CMAC sums
the mapped data up as its output and feeds the error between the actual and desired
outputs back to the memory cell equally. The mathematical expression of 1D CMAC
is stated as follows.

Assume that the input space S is quantized into N; states and every state utilizes N,
memory units to store the corresponding memory contents. By this way, the entire
memory size is N, = Ny + N, — 1. See Fig. 2(b) for example, the input space is equally
divided into 5 states and every state utilizes 3 memory cells to store its information.
Therefore, the entire memory size is 7. The stored data y, (the actual output of the
CMAC) for the state s, is the sum of stored contents of all addressed blocks and can
be expressed as

T N,
Ve=aw=2 " a,w, ()
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where w,, b =1, 2, 3, ..., N, is the memory content of the bth block, w = [wy, wy, ...,
Wy, 17, ax, is the association index indicating whether the bth block is addressed by
the state s;, and a. = la s a; 550, 5, 1. Since each state addresses exactly N,

blocks, only those addressed a;;,’s are 1, and the others are 0. The CMAC uses a su-
pervised learning method to adjust the memory contents during each learning cycle.
Its updating rule can be described as

w(r+1) = w(z)+Niak[9k —a’w()], 1=1,23,.. 2)

e

where w(z+1) is the stored value of the bth block at time #+1, w(¢) is the one at previ-
ous time f, 77 is the learning rate, y, is the desired value for the state s;, and

y, —a,w(t) is the error for the state s;. Note that only the addressed blocks are up-
dated. On the other hand, the analytical solution of w is

w =A', 3

where A" =A”(AA")™ is the pseudo-inverse of the association matrix A formed

from the association vector a,, k = 1, 2, 3, ..., N,, as row vector, and
w
actual
™ output
y
+
error
Space memory .
memory ~ desired
output
cell P
Fig. 1. Block diagram of CMAC
P |— === 3 b 2 m———— 1 x7
T
gy &1 &2 'H] 0 gy g gy 43 &y g5
1
C [ F 8 | F
B | E B [ 7 E
A D A ) [ G
I N R 1
(a) number of states =4 (b) number of states = 5

Fig. 2. State growing process
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¥ =13 3y )A)N\ ]. That is to say, the updating rule (2) could converge to w’ if the

learning rate is properly selected [12].

3 Adaptive Growing Quantization

Two main assumptions of the proposed approach are stated as follows. One is that
the input space is limited in a certain region, but the number of states N; is allowed to
gradually increase at every adaptive growth step. The other is that each state is dis-
tributively stored in N, memory elements, i.e., a complete block covers exactly N,
adjacent states, where N, is constant.

3.1 Virtual Training Patterns

Assume that there are N, given patterns (x;, d;) generated from an target function f(x),
where d; = f(xj) and j = 1, 2, ..., N,. Generally speaking, N, >> N,. The input points
(x-values) could be randomly or uniformly distributed in the input space [x", x"],
where x* and x" represent the lower and upper bound, respectively. As the input
space is quantized into N states, there exist Ng+1 knots, denoted by ¢;, i =0, 1, 2, ...,
N;, to partition the space as shown in Fig. 2. Moreover, the input x; belongs to the
state s if and only if g, < x; < g,. Without lost of generality, it is assumed that each
state contains at least one input.

Define (x,, d, ) as the virtual training pattern for the state s;, where

_ 1
X, = X, 4
¢ N(sk)x,ezyk / @

- 1

d, = d. 5
g N(sk)x,ezyk g ©

and N(s;) represents the number of training inputs belonging to s;. In the above defi-
nition, x, and 67,( represent the virtual training input and the corresponding desired
output, respectively. It is obvious that there are exactly N; virtual training patterns
and no two distinct training inputs, say x; and x;, i # j, are associated with the

same state. On the other hand, these virtual training patterns not only allow a CMAC
to be trained by a few samples, but also could avoid the learning interference [7] dur-
ing the training process.

3.2 Adaptive Growing Process

The proposed adaptive growing process starts with a CMAC whose input space is
uniformly quantized into several states, e.g., Ny = 4 in Fig. 2(a). Once all virtual train-
ing patterns are generated by (4) and (5), the memory contents w can be obtained by

the pseudo-inverse scheme (3) if let 3, = d, . for all £s. When the input x; is applied
to the trained CMAC, the corresponding output obtained from (1) will satisfy that
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y(x;) =y if x; € ;. As can be seen, the generalization error due to the input x; is d; —
v This study adopts two strategies to reduce the generalization error caused by quan-
tization. The first one is applied the linear interpolation scheme to the recall process
of Albus” CMAC as follows.

Vis if x; <x,
_ )_Ck—xj xj—)_Ck_l o — <7F
y(xj)_ —— Nt —0—— e 1ka—1<xj—xk’ (6)
X = X1 &~ X1
Yy if x; >xy,

where 1 <k < N,.

The second one is the proposed adaptive quantization scheme as described as fol-
lows. Define the root mean squared error (RMSE) for the state s;, termed the state
error hereafter, as

1 2
e,(s,)= \/N(sk) x_,.;k(d" y(x))” . )
Those states with larger state error must be further quantized to minimize the gener-
alization error caused by quantization. The evaluation criterion is that a state, say sy,
needs to be repartitioned if ey (s;) = p, where p is a predefined repartition threshold.
Since g, < X, < ¢y, inserting the point X, into the interval [g;_;, gx] could divide that
interval into two parts. Hence, the newly inserted knot for the state s, in this study is
directly assigned as the point x, and it can divide the state s; into two new states as

depicted in Fig. 2(b). If there are more than one state which must be repartitioned at
the same time, each associated interval must be inserted a corresponding new knot for
re-quantization. To do so, the proposed approach could simultaneously attain the
purposes of adaptive quantization and state growth. Even though the target function is
unknown, the proposed adaptive quantization approach can be still performed by the
above evaluation criterion.

The adaptive growing process will stop when a specified performance measure or a
pre-specified maximum number of states (or epochs) is reached. To sum up, the algo-
rithm of the proposed adaptive growing quantization can be described as follows.

1) Start with a CMAC whose input space is uniformly quantized into several states.

2) Generate the virtual training patterns by (4) and (5).

3) Obtain the memory contents by the pseudo-inverse scheme (3).

4) Calculate the CMAC output for each virtual training input by (1).

5) Use the linear interpolation scheme (6) to find all the actual outputs.

6) Compute all state errors by (7).

7) Insert a new knot into the state with state error larger than the repartition thresh-
old. If there are more than one state which must be repartitioned, each associated
interval must be inserted a corresponding new knot.

8) Repeat steps 2-7 until a stopping criterion is fulfilled.
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3.3 Convergence Analysis

At each state growth step, the memory contents are obtained by the pseudo-inverse
scheme (3). Since Eq. (3) is the analytic solution of (2), the memory contents w
could minimize the quadratic error [12]:

1%
E=L31d, - yx)P . ®)
2=

Herein the convergence analysis focuses on showing that the quadratic error is
gradually decreased as the number of states is gradually increased. That is, AE
= E(t+1) — E(t) £ 0, where E(¢) represents the quadratic error at the rth
epoch.

It can be seen from (6) that the CMAC response is a piecewise linear approxi-
mation of the target function fix). See Fig. 3(a) for example. The broken line y?
shows a possible piecewise linear approximation of f(x) in the interval [x,_,, X, ;]
at the rth epoch, where the black squares represent the virtual target values as
defined in (5). Assume that the state s; is evaluated to be repartitioned. While
the new knot x, is inserted into the state s;, that state is divided into two states

covered by [¢,_,, X, ] and [X,, ¢, ], respectively. Subsequently, the original virtual
target value Ek is replaced by two new ones JL and c?R marked by the black

triangles in the figure. Since f(x) is concave upward, EL < 67/{ and ER < 67/{ . There-

fore, inserting a new knot could push the piecewise linear approximation toward
the target function f(x) as the solid line y**" in Fig. 3(a). The fact also reveals
that

f)—y™ldx=A+A, >0, )

J’xm
X1

F)=ydx— [

where the term A;+A, represents the area of the region bounded by y* and y“*"

on the interval [x, ,,X,,,]. This also means that the approximation error is re-
duced by the amount of A;+A,. Hence AE < 0 holds for the concave upward case.
If f(x) is concave downward (i.e., EL ZE,C and d_R ZE,C ), the fact that AE < 0 is
also true.

Fig. 3(b) shows that case of f{x) being increasing, i.e., JL SE,C and cYR ng.
While the new knot X, is inserted into the state s;, the approximation error is also

reduced by the amount of A;+A, as shown in the figure. Hence AE <0 holds. Analo-
gously, AE < 0 is also true for the decreasing case. To sum up, the quadratic error is
gradually decreased as the number of states is gradually increased. This completes
the convergence analysis.
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(b) Case II: increase (c?L < 67,( and ER 2 67,( )

Fig. 3. Piecewise linear approximation of f{x)

4 Simulation Results

Consider a 1D CMAC network trained to generate a target function fix) = 1 + ¢ -
sin(3x), x € [0.0, 10.0]. There are 201 training patterns, generated from f{x), whose
input points (x-values) are uniformly distributed in the input space. In this example,
each state is distributively stored in three memory elements, i.e., N, = 3 and the input
space is initially quantized into five states. Besides, the repartition threshold is p =
0.01. The plot of the RMSE for the first several epochs is given in Fig. 4, in which
the number shown indicates the number of states used at this epoch. The CMAC with
output linear interpolation is converged at the 6th epoch with 30 memory elements
and RMSE of 0.0045, whereas the one without linear interpolation, i.e., the CMAC
outputs are directly obtained from (1), is at the 7th epoch with 62 memory elements
and RMSE of 0.0038. In the figure, one more epoch for each case is to show the
corresponding learning result is actually converged. As can be seen, in both cases, the
RMSE is gradually reduced as the number of states is gradually increased. However,
the former is superior to the latter in both the convergence speed and the memory
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requirement. In fact, the memory requirement of the proposed approach is just half of
that of the conventional method.

Fig. 5 shows the generalization results for both cases with 1001 verification pat-
terns whose input points are also uniformly distributed in the input space. The
RMSEs with and without output linear interpolation are 0.0058 and 0.0087, respec-
tively. This also reveals that applying the linear interpolation scheme to the recall
process could effectively reduce the output error with less memory requirement
whether the patterns are trained or not. In Fig. 5, the black dots on the x-axis repre-
sent the knots generated by the proposed approach. The larger the degree of variation
in the target function, the more the knots. It is obvious that most of knots are located
in the interval [0.0, 2.0] (see the top figure). Since the degree of variation in the in-
terval [4.0, 10.0] is nearly zero (see the bottom figure), no new knot is inserted into
that interval. The results could show that the proposed approach has the adaptive
quantization ability.

Fig. 6 shows the learning results of the proposed quantization approach with the
on-line adaptive quantization method [13]. In the on-line adaptive quantization
method, the input space is initially quantized into 40 states and the CMAC is trained
with the learning rate 77 of 0.1 and the generalization size N, of 3. The corresponding
learning result is converged at the 245th epoch with 36 memory elements (34 states)
and RMSE of 0.0101. The RMSE of the generalization result for the above 1001 test
patterns is 0.0239. Besides, the black dots on the x-axis of Fig. 6 represent the knots
generated by the on-line adaptive quantization method. Although the on-line
quantization method also could adaptively quantize the input space, the proposed
quantization approach still outperforms the on-line adaptive quantization method in
the learning performance and the generalization ability.

0.16

T T
--=-a==== Without linear interpolation
—e— With linear interpolation

0121

0.04

epoch

Fig. 4. RMSE and number of states for each epoch
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Fig. 5. Generalization results of 1D AG-CMAC
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Fig. 6. Comparison of adaptive growing quantization with on-line adaptive quantization

5 Conclusions

This study proposed an adaptive growing quantization approach for 1D CMAC net-
work. With the help of the pseudo-inverse scheme, each adaptive growth step CMAC
requires only a single training cycle. The RMSE of each state is used to evaluate
which state needs to be repartitioned or not. Even though the target function is un-
known in advance, all state errors can be acquired according to the learned informa-
tion. Once a state is determined to be repartitioned, a new knot is inserted into the
corresponding interval. Therefore, the number of states is gradually increased during
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the adaptive growing process. Beside, the linear interpolation scheme is applied to
calculate the CMAC output for simultaneously improving the generalization ability
and reducing the memory requirement. Simulation results for a nonlinear function
show that the proposed approach not only has the adaptive quantization ability, but
also can achieve a better learning accuracy and a faster convergence speed.
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Abstract. In this article, the qualitative analysis of general discrete-
time recurrent neural networks with impulses is discussed. First, a suf-
ficient condition and a sufficient and necessary condition for existence
and uniqueness of the equilibrium point of this neural networks are given
with the help of degree theory; second, some sufficient rules for the global
exponential stability of this neural networks are obtained by using Lya-
punov function; finally the instability of the equilibrium is studied.

Keywords: Discrete-time neural networks, Impulse, Unique equilib-
rium, Globally exponential stability, Instability.

1 Introduction

The subject of artificial neural networks has become one of the important tech-
nical tools for solving a variety of problems in various scientific disciplines. From
a view of mathematics, an artificial neural network corresponds to a nonlinear
transformation of some inputs into certain outputs. Among the many types of
neural networks proposed and studied in the literature, the several discrete-time
recurrent neural networks[1-7]described by difference equations have become an
important one due to its potential for applications in associative memory, pat-
tern recognition, optimization, model identification, signal processing, etc. The
dynamical characteristics of the network are assumed to be governed by the
dynamics of the following system of difference equation|8|

z(n+ 1) = Dx(n) + Ao(Bz(n) + I). (1)

where n is a positive integer, v = (z1, 22, - - )T € R™, D=diag(dy,ds, -, dn),
|d1| <1, I = (,[1712, s 7Im)T € Rm A= diag(a17a27 - -,am),ai 75 0,B =
(bij) € R™*™, I,denotes a constant external input current to the ith neuron,
o(x) = (o1(x1),02(22), -+, om(@m)", o3(a:) = 27 (|2 + 1| — |2 — 1)

When the D = 0, A = FE, the model becomes BSB model[1-4], so this model
has more generalization.

Dynamical systems are often classified into two categories of either continuous-
time[9-11] or discrete-time systems. Recently there has been a somewhat a new
category of dynamical systems, which is neither purely continuous-time nor
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purely discrete-time ones; these are called dynamical systems with impulses [12—
15].This third category of dynamical systems display a combination of character-
istics of both the continuous-time and discrete-time systems. The development
of the impulsive dynamical systems has proceeded along two distinct lines. The
continuous-time dynamical systems with impulsive have been studied commend-
ably, but the discussion of the discrete-time dynamical systems with impulsive
is inchoate. It has been researched widely and deeply, because of the important
effect of the model of the discrete-time neural networks with impulses described
by difference equations in the pattern recognition and image processing, etc.

Now we consider the system (II) subjected to certain impulsive state displace-
ments at fixed moments of time:

z(n+1) = Dz(n) + Af(z(n) + 1)

x(ng) =xo € R @)
Lixi(ng)) =zi(ng + 1) —zi(ng), i =1,2,---,m, k=1,2,3,---°
ng<n <---<np—ooask— oo

By a solution of (@), we meanz = {x1, 22, - 7xm}T € R"™;the impulsive func-
tions Ix(-) : R — R are assumed to be discrete, f(z,I): R™ x R™ — R™.

In the following, the qualitative analysis of a discrete-time recurrent neural
networks with impulses is discussed. First, a sufficient and a necessary conditions
for existence and uniqueness of the equilibrium point of this neural networks is
given by the theory of topologic degree[8], where the degree theory of nonlinear
analysis is used; second, some sufficient rules for the global exponential stability
of this neural networks are obtained by using Lyapunov function; finally the
instability of the equilibrium is studied.

2 The Existence of the Equilibria of Discrete-time
Systems

The results of this section are obtained in [8]. Here, we introduce the good results
and methods causing people’s interesting and recommending. Let

h(z,I)=(FE —D)x — Af(x+ 1),

then the equilibrium point of () is equal to the solution of the equationh(x, I) =
0. Here, the description of the theory of topologic degree is given: suppose that
2 C R™is a bounded open set, {2 is its closure, and 92 is its boundary such that
his a mapping, h : 2 — R™.If h(0§2) # 0, then, foe 0, the integral value funtion
d(h, £2,0) denotes the degree of the function hon 2, H(\,z) € C(J x £2, R")is
homotopy, J € [0, 1].

Theorem 1. For every [=(I1, 1, ,I,)T € R™, || f(z,I)|| < L,or | f(z,I)| <
L||z]|*,0 < «a <1, there is Ry that is enough large such that

d(h(z,I),U(Ryp),0) = d(z,U(Rp),0) = 1. (3)

Namely, there is at least a solution of h(x,I) = 0 in the U(Ry), so there is at
least an equilibrium point of ().



130 X. Zhao

Proof. For every I = (Iy, I, --,1,,)T € R™, making
H(\ z) 2 M(z, 1) + (1 — Nz, (4)
and d = max d;, then V& € OU(Ry)(namely|/z| = Ryp), have
TH(\2) > (1-d)R} =Y aiwifi(zi + ).
i=1
@ 1 | £z, 1))l < L, Ro > (1 — d)'L|A], for VA€ J

2"H(\z) > (1—d)R§ — Y Lilas|[x;| > (1—d)R§ — L||A]| Ry >0
i=1

@ 0<a<1,Ro>((1—d)'L|A])", for ¥A e J,
THOw) > (- dF 3 Ll 25 > (1 - )RS — LAl RE > 0,
=1
@ Ifa=11-d—L|A| >0, for VA€ J,
THNz)> (1 -d)R2 — zm:Li lai| 22 > (1 —d — L ||A||)RE > 0.

Here ||A4]| is a spectral norm of A. HenceV € J,zT H(\,x) # 0, by homotopy
invariability,
d(H(1,x),U(Ro),0) = d(H(0,z),U(Ro),0).

Namely @) is right, the result of the theorem has been gotten.

Theorem 2. For every I = (I, I,---,1,,)T € R™, a sufficient condition for
uniqueness of the equilibrium point of ({d) is

a;l(lfdz);éAfl/sz,z:l,Q,,m (5)

Proof. Now we are going to prove this uniqueness of the equilibrium point of
(@D, by reduction to absurdity. If a;l(l —d;) £ Afi/Az;,i = 1,2, -, m, there
are two equilibrium points of (1) = # y, then

(E=D)(z—y)—Alf(z+1) - fly+ )] =

ay (1 —di) [fi(z1+ 1) — fi(yr + )]/ (21 — y1)
a; ' (1—do) | _ [f2($2 +Iz) = fy2 + I2)]/ (22 — y2)
apt(1—dy) [f3($3 +1I3) — f3(ys + I3)]/ (2m — ym)

Well than

illogicality. The sufficient condition () has been completed.
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3 Globally Exponential Stability of the Equilibrium of
Discrete-Time Systems

In this section, we derive sufficient conditions for the globally exponential sta-
bility of the equilibrium of a system when the system is subjected to impul-
sive displacements. In particular we consider the stability of equilibrium of the
discrete-time impulsive system (IJ). Fist two principal definitions and one con-
clusion are delivered:

1. If there are two positive definite matricesA, @, such thatAT PA— P = —Q,
we say that Ais stable.

2. If there are a positive diagonal matrix Pand a positive definite matrix@such
that ATPA — P = —Q, we say thatAis diagonal stable.

3. Let |A| = (Jagjl),,y,,» by we have

p(JA4|) < 1 & |Alis stable< | Alis diagonal stabale E — | Alis a M-matrix

SE-AeP =F-A€cP

Ais diagonal stable= E — A € P(see [19,20,21] ). @)

We can simplify the above system as follows: Suppose x*is a equilibrium point
of ), we let yi(n) = x;(n) —af, i =1,2,3,---,m, F(y(n)) = f((y(n) + z*) +
- f(a" +1)

and note that the y;(-)are governed by

(n+1) = Dy(n) + AF(y(n))
(6)

where F (y(n)) = f(y(n)+a*+ 1) — f(z* + I). Obviously, y = 0is a trivial
equilibrium point of (), to study the stability of an equilibrium point of ()
is equal to study the stability of a trivial equilibrium point of (@), also for an
arbitrary positive diagonal matrix P, we have

Theorem 3. Suppose that |F;(y)| < L;lyi|,i =1,2,--+,n, and

@1 > |d;| + Li|as| ,i =1,2,---,n, or ax [1—|d;| = L; |a;]] > 0;

<i<

(@) The impulsive operators I (yi(ny)) satisfy
Lk (yi(ni)) = —ra (yi(ne) —27),0 < < 2,0 =1,2,---,mk € ZT,
then the solution of (@) is globally exponential stable.

Proof. Consider a Lyapunov function V;(y) = Vi (y(-))defined by

m

Vi(y) =Va(y() = Z () =D |wi() — 7. (7)

=1
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Obviously,Vi(y) > 0 and V1(0) = 0, Vi(y) — +ooas||y;(-)|| — +oo. We find the
change A*V;(y)along the solution of ([H)given by

ATVi(y) < — min (1 —|di| — Li i) Z lyi(n)] = —aaVi(y). (8)

1<i<m

Using the inequality e” > 1 — r(r > 0), mathematical induction and (8], we get

Vi(y(n) < Vily(n — 1))e™ < Vi(y(n — 2))e > <--- < Vi(y(0))e ™. (9)

It follows that on each n =0,1,2,---, V(-)is exponential descending. Also
Vily(ni +1)) <Y |zi(ng) — 25| = Vily(ni)), k€ Z*. (10)
i=1

We may make the Lyapunov functionVa(y) = Va(y(+)) = max lyi(+)], and

|
obviously,Va(y) > 0 and V5(0) = 0,asVa(y) — +oo, the change AT V;,(y)along
the solution of (@) is

+ _ —Nd.l — L. la. ) —
Vi) < - (e (1= 16~ Ll ) pmoe ()] = —aValo). (11

Using the inequality e=" > 1 — r(r > 0), mathematical induction and (IIl), we
get

Va(y(n)) < Va(y(n —1))e™* < Va(y(n —2))e™>2 < - < Va(y(0))e 2. (12)

Va(y(ne +1)) < max fai(ng) — 7| = Va(y(me)), k € z". (13)

This completes the proof of the globally exponential stability of the solution of
the system (&)).

Theorem 4. Suppose that the |D| + |A]|B| is stable, and further that the im-
pulsive operators Lk (y;(ny))satisfy

\Li (yi ()| < C'lai(ni) — 27],i=1,2,--- mk € Z7,
then the solution of (3) is globally exponential stable.

Proof. If that the |D| + |A||B] is stable, then we can deduce the one and only
equilibrium point of ([l) and there are positive diagonal matrixPjand positive
definite matrix@q, such that

(ID| +[A[[B))" Py (ID| + |A||B]) = Pr = —Qu, (14)

by @) and Theorem2. Constructing the Lyapunov functionV3(y) = V3(y(+)) =
y?' Py, and obviously, V3(y) > 0 and V3(0) = 0,asV3(y) — oo, the change
ATV3(y)along the solution of () is

A*Va(y)<ly(n)" ||D| Py|D|=Pi+2|D| Py |A||B| + |B[" |A] Py |A]|B]| ly(n)|
=—a3V3(y). (15)
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Hence
Va(y(n)) < Va(y(n —1))e™* < Va(y(n — 2))e % <o < Va(y(0))e ",

and as before

Va(y(ni+1)) < (14C) Y prs (wi(ni) — 27)* = (14+C)Va(y(ny)), k € Z*. (16)

i=1
This enough proves the conclusion of the theorem.

Corollary 1. Suppose that the f(y)is a monotonically increasing function

1£nl<n [(1—d?) — 2; |a;ds| L; — a2d; L?] > 0, the orther conditions are the same

as the Theoerm 4, the solutionz* of (3) is globally exponential stable.
Proof. By (15) and proving process of the Theorem4, we have

m

AtVs(y) < Z (d7 — 1) piy; (n) +2 Z laid;| Lipiy3 (n) + Z azdip;Liy?(n)

i=1

.
[

< — min [(1—d?) -2 |aid;| Li — a2d} L?] Zpiyf(n)

The conclusion has been gotten effortless.

As we known, the positive solutions of a dynamical system is more useful than
the others usually. Now we are going to discuss the stability of the positive
solution of the system ().

Corollary 2. If the fi(y;),i = 1,2,--+,m are monotone increasing functions,
yi() > 0,0 = 1,2,+,m, min [(1 —d2) = 2 (adi) " Li —afdij} >0, and

the orther conditions are the same as the Theoerm 4, the solutionz*of (@) is
globally exponential stable.

Proof. By (15) and proving process of the theorem4, we have

AJFVL%(ZJ) < Z (dz2 - 1) pzyf(") +2 Z (aidz) zplyz + Z a2d+sz2 )
=1 1=1

S — m_in |:(1 — d2) — 2i (aidi)+ - a2d+L2} szyz

= —a5V3 (y(n)).
The corollary2 will been proved easily.

The next theorem represents a generalization of Theorem 4.
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Theorem 5. Assume that the (E — |D|)"' ABis diagonal stabal, and the im-
pulsive operators Lk (y;(ny))satisfy
2; (yi(n))| < e’ |2 (nk) — 2| = e lyi(n)| i =1,2,---,n,k € zt,
B < ag, then the solution of () is globally exponential stable.

Proof. Suppose the condition of the theorem be satisfied, if that the (E — |D[) ™"
AB is diagonal stabal, then we can deduce the only equilibrium point of () and
there are positive diagonal matrix P*and positive definite matrix@s-, such that

LA(E—|D|) " P*(E—|D|) " AL — P* = —Q,. (17)
Making the Lyapunov function V4 (y) = Vi(y(+)) = yT Pay as the theorem 4, here
Py = P*(E—|D|)"" = diag(Pay, Pas, -+, Pay).
The change A1V, (y)along the solution of (&) is
A*Vy(y) = y(n)" (DPD — P2) y(n) + 2y(n)" DP, (AF (y(n)))
+(AF(y(n))" PAF(y(n)) (18)
Let G = (91,92, 1 gm), G 1 = (g1, 92, gm) ', Where

Il =i di A0 [ |di| (1= |di]) ! di £0
91_{0,(12-_0 9 T 0, di=0 > (19

thus we have

20T ADP,F (y) = 2 Z yid;i Poia; Fy(y;) < y* (GDPaD + G 'LAPAL) y. (20)
=1

It follows that
ATVi(y) <y [(E+G)DPD — Py + (E+ G ')LAP,AL] y

S */\min (QQ) ||y||2 S *>\min (Q2) /Amax (PQ) V4(y(”))
= —agVa(y(n)). (21)

Hence
Vay(n)) < Va(y(n —1))e™ < Vi(y(n — 2))e> < --- < Vi(y(0))e "o,

and as before
Valy(ng + 1)) sz (zi(nk +1 —mi(nk)+mi(nk)—m;‘)2

< (1 + eI (y(ng)), k€ 21,0 < B < v < a6.(22)
This completes proof of the theorem.

Remark. In above theorems, the three impulsive operators I (y;(ny))are com-
mutative.



Qualitative Analysis of General Discrete-Time Recurrent Neural Networks 135

4  Instability of Equilibrium of Systems with Impulses

Criteria for instability of equilibria of this neural networks with impulses have
not been systematically investigated in the current literature. Here are some new
and simple conditions fore such instability.

Theorem 6. Suppose that if either of the following conditions holds
|d;| — Li|a;] >1,i=1,2,---,n, or 1I<nln (|di| = L; ai]) >
then the solution of (@) is unstable. -

Proof. Suppose y(n) # 0, we find the change ATV;(y) > 0, along the solution
of (@) given by

INgE

ATVi(y) = ) Aldil lyi(n)] = (Lilail + 1) lyi(n) [}

i=1

tlﬂs

(ldil = Lilai] — 1) |yi(n)] > 0.

i=1

We can see the change A1 Vs (y)along the solution of (B is
ATVa(y) = max [|diyi(n)] = Lilai| [yi(n)[] — max |y;(n)|

1<i<m 1<i<

Y

min {ldi] — Li |ail] max Jyi(n )I—lglagc [yi(n)]-

min (ldi = LiJa]) — 1 lgfggnlyz-(n)l > 0.

The conclusion of the theorm6 is proved.

Theorem 7. Suppose that if either of the following conditions holds
@ |di| — Lilai|l =1,i=1,2,---,n, and|L; (yi(ng))] > 2 |zi(ng) — zF];
@ mln (ldi| — Lilai]) = 1, max |T; (yi(nk))] > 2 max |z (ng) — xF|
then the equilibrium statex™ of systems @) is unstable

Proof. Suppose condition () holds, forn # ny, by Theorem6, one has A+V;(y)
>0, and. forn =ng,k € ZT, has

m

Vs(y(nk +1)) = Z | Zi (yi(nw))| = Z |i(nr) — 7]
l

> 2= 1) Jastn) — 2] = Va(y(m)), k € Z°.

i=1
Next, suppose condition (2]) holds, similarly, we haveVs(y) > 0, forn # ng, and
forn =ny, k& ZT, have

Voly(nn+ 1)) > mave [T (gi(na)| — max [ai(ng) — af

>(2-1) max lzi(ng) — 2f| = Vs(y(nk)), k€ ZT.
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Implying that the system trajectory escapes to+ooalong a path, hence the equi-
librium x*of (3.2) is unstable. This completes proof of the theorem..
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Simulation Study of CPG Model: Exploring of a Certain
Characteristics of Rhythm of Gait Movement on
the Intelligent Creature
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East China University of Science and Technology, Shanghai 200237, China
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Abstract. Movement of the intelligent beings is various, which is divided into
two major types: the rhythmic movement and the non-rhythmic movement. The
generation of the rhythmic movement uncertain is induced by the responding
signals of the peripheral neural receivers, but is generated spontaneously by the
central pattern generator (CPG). CPG not only can generate the rhythmic
movement, but also can change the frequency and pattern of movement. This
paper is based on the revised CPG neural network model which has relation
with the movement of legs. We carry on a series of computer number analysis
and imitation to further elaborate many characteristics of the rhythmic move-
ment. The research results show that three greatest characteristics of the rhyth-
mic movement respectively are: rhythm, coordination and variety. The paper
further reveals the biological properties of gait movement on the intelligent be-
ings and the characteristics of various rhythmic movements.

Keywords: The rhythmic movement, Central pattern generator (CPG), Rhythm,
Coordination, Variety.

1 Introduction

For the animals, the most familiar locomotion is rhythmic movement, the rhythm is a
periodic movement which has the symmetry of time and space, such as walking, run-
ning, jumping , swimming, flying and breath, chew etc.. Most of the biologists think,
the rhythmic movement is irrelevant to consciousness, however, they think it is a
spontaneous behavior generated by the lower neural central system. The rhythmic
movement is a kind of time-space motor pattern, which is generated and controlled by
the central pattern generator. The central pattern generator is located on spinal cord
(vertebrates) or on the neural nods between chest and belly (invertebrates). The
rhythmic movement has regular manifestations and dynamic characteristics, such as
high stability and adaptability. It is a perfect combination between simplicity and
practicality.

CPG is a local oscillation network which is constitute of inter-neurons. It can gen-
erate a stable the phase interlocked relationship by reciprocal inhibition between neu-
rons, and it can excite related parts of the body to generate periodic rhythm movement
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by self-oscillation. The synaptic connections of neurons in the CPG have plasticity, so
the CPG neural network can reflect various output ways in order to control animals to
realize different movement patterns [1].

2 Mathematical Model of CPG

The animal’s movement control system is a complicated network, including central
nervous system, receptor, sensory organ and skeleton-muscle executive system, as
shown in Fig.1. Among them, the CPG in the spinal cord is a center control unit, it
can generate rhythm signals to control effectors to realize movement. The advanced
central nervous system (brain, cerebellum) can sent out movement instructions to
control the beginning and end of rthythmic movement, and can integrate some signals
to monitor movement, such as central feedback information from CPG, propriocep-
tive information, visual information etc.. By the biological reflex mechanism, the
feedback information from proprioceptor can coordinate relations among CPG, envi-
ronment and essence to regulate the output signals of CPG. The whole control system
is a hierarchical modular feedback control system, which can maintain the stability of
rhythmic movement and the adaptability to real-time changes of external complicated
environment [2].

high level central system: brain —
brain control

__gemtral | ____|_____ L -
feedback
lower level central system: PG
spinal cord r h
reflect
T T feedback | T T

receptor -
muscle sensory input

entiroment feedback
movement

output
entironment '7

Fig. 1. The control network of the rhythmic movement on animals

For the humans, the human walking is typical rhythmic movement. CPG model in
this paper is built on the base of the structure model of the muscle-skeleton system
and reciprocal inhibition neural network theory. This kind of neural network model is
an application of the interdisciplinary research between biology and biomechanics [3].

The behavior and dynamic characteristics of CPG can be described or imitated in
various methods. From engineering point of views, CPG neural circuit can be regarded
as a distribute system which consists of inter-coupling nonlinear oscillators. Depending
on phase coupling, it can generate different rhythm signals. However, by changing the
coupling relations between oscillators, it can generate time-space sequence signals with
different phase relationships, for the purpose of realizing various motion patterns.
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Fig. 2. The leg CPG model

According to simplified three-joint muscle model on leg [4,5] and CPG structure
model based on the neural oscillator theory [6,7], this paper will further show the
kinematics characteristics of human gait movement and biological significance of
various movement properties. Here, the CPG model is shown as follows:

The mathematical model can be written as:

| .
— X, ==X, - pv,+Kr+ XY, +Le i, j=12,,12
f i#j
TV, =—-v, +Y, (1)
= f(X,)=max(X,.0)

Here, K, K, respectively are rhythm sensory gain and tonic input gain,;, jrepre-
sent the 1th-12th neuron, X represents the states of the i th oscillator--indicates two
states of muscles: flexor and extensor, v, represents the adaptability of muscles in the
recovery process, (; is the weight for connections among twelve neurons of two
legs, 7is the state constant,7 is the adaptability constant, some details appear in refer-

ences[3,6,7]o

The motor patterns generated by above-mentioned CPG model act on three-joint
muscle groups on human legs, and by controlling movements of the leg muscles, it
can show a lot of characteristics of the rhythmic movement.

3 Simulation Study on Gait Rhythm Movement

3.1 There Are Rhythmic and Coordinate on the Animal’s Movement (Take
Constant Input as an Example)

Through proper adjustment to parameters of the CPG model [3,6,7], a stable pattern
of rhythmic movement can be obtained. Adjusting to the state constant 7 and the
adaptability constant7 , it can make the output patterns of the model to reach the
desired frequency.

In the Matlab environment, taking numerical simulation to the equation (1), the
output patterns not only has rhythm (Fig. 3a), but also satisfies the coordination of the
gait movement (Fig. 3b).
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Fig. 3. The outputs of CPG during rhythmic walking. (a The rhythm characteristic of the leg
movement; b The harmonized characteristic of the leg movement, the locked out-of-phase).

In Fig.3 it is clear to see that the muscle movement patterns of the corresponding
parts are generated with a certain frequency and similar shape. Comparing the phases
of the rhythmic motor patterns on two legs, it is obvious to find that the muscle
movement patterns between the contralateral corresponding parts have an out-of-
phase relationship.

3.2 The Animals’ Rhythm Movement Has Variety

To the rhythmic movement, the animals can not only generate a certain motor rhythm
but also change their speeds and movement patterns in a certain scope. Some animals
not only can change the frequency of the rhythmic movement, meanwhile, they can
change the patterns of the rhythmic movement themselves, which embodies the vari-
ety of the rhythmic movement. For example, for quadruped, there are four gait types
at least: walking, jogging, hiking and running; For insects, there are two gait types at
least: walking and jumping; For biped, the variety of gait movement still exists--
running, jumping, striding, pacing, sliding, and so on, there are further richer variety
than another animals. According to the request of the motion velocity, the animals can
choose the proper gait to achieve optimal energy consumption [8], which is applied in
the robot motion control system. For the CPG model, an important aspect on the
rhythmic movement is that, the motor patterns can be changed by changing the
strength of the electrical stimulation signals. However, for the CPG mechanism, be-
sides the interpretation of the local oscillation network, yet, it is not clear to under-
stand the mechanism on changing its frequency and patterns [9].

Gait conversion is the regulation of CPG network outputs in some way to generate
some time-space sequence signals with different phase relationships, for the purpose
of controlling multiped or biped to generate different movement patterns, which ex-
actly shows the variety of the gait movement. Then, we will research the variety of
the rhythmic movement by analyzing each parameter of the model:

(1) The variety of the movement frequency and pattern
Based on our previous research [3], there are the following characteristics on
each parameter of the CPG model:
a) The value of compulsory input signal r determines the amplitude of the
rhythmic movement.
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b) The state constant 7 and the time constant T determine the frequency and
shape of the rhythmic motor patterns.
¢) The weight (OF includes three types: one is the weight for connections between

the neurons in a same joint position, another is the weight for connections between the
neurons in the different joints position of ipsilaterala leg, the last is the weight for
connections between the neurons of the contralateral legs. The selection of weight for
connections will directly influence the rhythm and coordination of rhythmic move-
ment generated by CPG model.

d) The parameter fand the variable v, reflect the muscle adaptation on the recov-

ery process.
According to the influence degree of each parameter of CPG mathematics model,
the gait patterns with various frequencies can be realized by changing CPG network
itself. The detailed method is to regulate each parameter, which will generate various
patterns. The basic structure diagrams of these patterns are similar to Fig.3. Here, we
don’t make detailed analysis.
(2) The variety of the input signals

Biological research shows, CPG network can couple with external input signals to
deliver input patterns, so the outputs of the network can be regulated by changing
input signal in order to realize gait conversion [1]. The neural mechanisms of the
rhythmic movement is irrelevant to the advanced neural central on brain, but in the
conversion process of rhythmic movement brain plays a regulation role, for which we
are trying to use numerical simulation to exhibit different rhythmic movement types:
First, the spontaneous rhythmic movement which generated from spinal cord is in-
vested, then the rhythmic movement under the regulation of the cerebral cortex sig-
nals is invested.

For the rhythmic movement, by making the lower neural system self-oscillation,
the motor control system which generated from spinal cord can spontaneously gen-
erate neural signals [9]. It is considered that these neural signals are from some
internal-stimulations, in fact, internal-stimulation can be regarded as the constant
input signal of CPG model. When the rhythm of the gait movement is changed, the
brain can set out some directions which indicate that the motor rhythm has been
changed. However, to the limb movement, the input signal generated by cerebral
cortex mostly exists in the form of the sine wave [10]. In order to deeply understand
the characteristics of various rhythmic movements, we compare the rhythmic
movement of the different tonic inputs with the rhythmic movement under the regu-
lation of neural signals.

a) The rhythmic movement with constant input signals

The patterns of the rhythmic movement with constant input signals have been
given in the Fig.3. In addition, in this paper what is interested in is:
i) Comparing simulation results with the different values of constant input
signals
For the different constant input signals /", the corresponding output Yiof the model
has many variety, some details appear in Fig.4 (Taking the output Yiof CPG generated
by different input signals as an example).
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Fig. 4. Comparing the output value y1 when r=1 and r=2

In Fig.4, it shows that, for different constant input signals r, the patterns of the out-
put signals of CPG model almost are same (The frequency is exactly same.), what is
different is that the amplitude of the rhythmic movement and there is a time differ-
ence At on the required time generating a stable rhythmic movement. An important
result is got, that is, the rhythmic movement generated by the CPG system in the role
of the spontaneous neural signals, with different constant input signals caused by self-
oscillation, has different regulation time. If the values of the constant input signals get
bigger, the rthythmic movement will not only increase the amplitude of the rhythm,
but also there is a lag time. This phenomenon indicates that, due to the increase of
input energy (the increase internal stimulation, r=2), the energy of the rhythmic
movement in the musculoskeletal system will also increase, which is reflects as the
enhanced amplitude strength of the rhythmic movement. However, the value of con-
stant input signals is relatively small before internal stimulation increases (r=1).
Comparing with the stronger energy in the musculoskeletal system when internal
stimulation increases, the original energy is smaller. Therefore, the increase of the
amplitude energy is at the cost of the lag time in the starting time of the rhythm. For
example, for human and animals, there is a lag time in the process of speeding up
when running and uniform motion, or else do not need the acceleration.

ii) The output patterns with the constant input signals changing suddenly.

In Fig.5, it shows that , when the constant input signal changes suddenly from 1 to

2, the amplitude of periodic patterns of CPG output signals will change accordingly.
The input signal changes suddenly if the pattern of the CPG output signals is in a state
of excitement, then the output signals also will change immediately. The total time of
the excited time of the CPG outputs before the input signal changes suddenly and the
excited time of the outputs after changing suddenly is the same as the excited time
without changing suddenly (about 0.5s). Some details appear in Fig.5 (Comparing the
output signal Y, of CPG after changing suddenly in Fig.5). After the input signal

changes suddenly, if the CPG’s output patterns get back to the new state of rhythmic
movement, it needs a certain delay time. In Fig.4 the biological significance of the
delay time has been explained in detail. It should be emphasized that, in Fig.5 it
shows clearly that the changes of the constant input signal do not change the rhythm
frequency of the CPG output signals. It is still a cycle T=1s. The exciting time and the
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Fig. 5. The output patterns of CPG when the constant input signals changing suddenly

suppression time of the output signals respectively are about 0.5s. It indicates that the
rhythmic movement on biped has symmetry and the out-of-phase relationship. It re-
flects high coordination and consistency of the gait movement.

iii) CPG output signals with the constant input signals from changing suddenly
to getting back to the original state

the outputs
of CPG 1
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Fig. 6. CPG output signals with the constant input signals from changing suddenly to getting
back to the original state

In Fig.6, it shows that , the input signal changes suddenly when the rhythm pattern

of signals is a state of excitement, CPG output signals will also change suddenly (see
the dots in Fig.6), that is, the output signals change in an instant. At the same time, the
amplitude of the output patterns directly relates to the value of the input signal after
changing suddenly, and it seems to be irrelevant to the value of the input signal before
changing suddenly. After changing suddenly, the output signals can get back to the
original rhythm patterns. This phenomenon indicates that the changes of the gait
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rhythm patterns are determined by the property of the input signal. Because the
characteristic of skeleton-muscle is that, if the stimulation frequency gets higher, the
tension arising from muscle will be stronger [11].For the output patterns, whose per-
formance is the increasing amplitude of the rhythmic movements, and the increase is
very large. This kind of rthythm output patterns changes with the changes of the input
signal, which reflects the characteristic of the rhythmic movement in the case that the
human gait rhythmic movement is effected by external environment.

b) The rhythmic movement with the sine input signal

For the sine input signal, it cannot change the rhythm and coordination of CPG
output patterns, just to change the basic shape of rhythmic movement.
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r=1+sin(2**) Fig. 7. CPG output signals when the input signal is sine wave

In Fig.7, it shows the CPG output patterns in the role of the sine input signal. It can
be seen clearly that, the output patterns of CPG in the role of the sine input signal and
the ones in the role of the constant signal are different, but there are still the rhythm
(Fig.7a) and the coordination (Fig.7b).It seems that the rhythm period of CPG output
patterns with the sine input signal is longer than the one with the constant input sig-
nal, the cycle is T> 1s. Comprehensibly, the exciting time of the cells in the role of
the motor cortex signals is longer than the exciting time in the role of self-stimulated
signal.

In the following figure, it shows that the CPG output patterns in the case that the
input signal is from the constant to the sine wave then recover to the original con-
stant. We try to explore the influence and the regulation of neurons in the brain's
motor cortex to the rhythmic movement in the process of the normal rhythmic
movement.

The sine input signal also will not change the frequency of CPG output patterns (a
period is about 1s, the exciting time and the suppression time respectively are 0.5s).1t
is emphasized that, the input signal changes from the constant signal to the sine signal
when the CPG output is in a state of excitement, the total time of the excited time of
the CPG outputs before the input signal changes suddenly and the excited time of the
outputs after changing suddenly is longer than the excited time without changing
suddenly (t> 0.5s), which is different from the case of the self-stimulated sig-
nal(comparing Fig.5 with Fig.9).
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Fig. 9. Comparing the CPG output y1 when the input signal from the constant to the sine wave
recover to the original constant to the output y1 with the constant input signal

According to above stimulation results, it can be known that, for the CPG model,
when the input signal is the constant or sine signal, if the input signal is changed, the
frequency of the output signals cannot change, just is that the amplitude of the result-
ing patterns occurs changes. Carrying on the computer simulation in the case of hav-
ing noise, it is found that the rhythm and the coordination of the CPG output signals
still are not influenced [3]. However, the recovery time of CPG output signals with
sine input signal (simulating the role of neurons in the motor cortex) is longer than the
one with the constant input signal(simulating the role of the cell self-stimulated sig-
nals), which agrees with the facts. That is, the regulation time of the rhythmic gait
movement effected by the feedback signals from brain is longer than the regulation
time of the rhythmic movement itself in the case of conditioned reflex. The numerical
results prove that, the motion control system which generated from spinal cord gener-
ally is realized by conditioned reflex, for the command system of the cerebral cortex
cannot or do not need to respond in time. In the mechanics structure of the
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musculoskeletal system, the system monitors the movement of the limbs by the spinal
control center. For humans and animals, in the nature world it takes an evolution for
millions of years to achieve a most reasonable control strategy, which can release the
nervous system from the complicated control to deal with more senior control tasks--
such as path planning, obstacle avoidance, and making decision etc.--which can re-
duce the burden of neural computation [1]. This control strategy has given rise to the
attention of researchers who research the walking robot, for the control strategy has
great significance in the aspect of reducing energy consumption and others, and based
on this theory a series of passive dynamic robots have been worked out [8]. The gait
rhythmic movement in the participation of the cerebral cortex nerve signals is a kind
of more advanced and more complex movement, which needs more feedback signals
and neural computations. So the delay time is necessary for restoring stable gait
rhythm.

4 Conclusions

By the computer simulation and numerical analysis, based on CPG model which
simulates human gait movement, this paper shows the characteristics and biology
results of the rhythmic gait movement as follows:

1) The human rhythmic gait movement is divided into: the spontaneous gait
movement and the gait movement with the regulation of the central nervous system.
Their response times and regulation modes are different. For these two types of gait
movements which present different control patterns, the rhythm of the human gait
movement is various. Besides presenting rhythm, various patterns of rhythmic move-
ment also present symmetry and out-of-phase relationship, which reflect the high
coordination and consistency of gait movement.

2) The rhythmic gait movement generated spontaneously by CPG system in the
role of different constant input signals will need different regulation time to reach
stable rhythm output patterns. If the values of the constant input signals get bigger,
there is a time delay in the starting time of the rhythm and the amplitude of rhythm
will also be increased. Generally speaking, the increase of the amplitude energy on
the rhythmic movement of intelligent beings is at the cost of a time lag of the starting
time of the rhythm.

3) The result of reference [8] has been proven by numerical simulation. That is,
the characterization of the skeleton-muscle is that, if the stimulation frequency gets
higher, the tension arising from muscle will be stronger. This is because that the val-
ues of the input signal which indicates the strength of the internal stimulation can
change the rhythmic gait pattern. For the output pattern, the amplitude of the rhythmic
movement will increase suddenly when the internal stimulation increases. The rhythm
output patterns change with the changes of the input signal, which reflects the charac-
teristic of the human gait rhythmic movement when is effected by external environ-
ment.

4) By numerical simulation, it has been proven, the responding time of the
rhythmic gait movement in the role of the movement control system which generated
from spinal cord, is faster than the one in the regulation of the central nervous system.
This is in line with the neurobiology experiment results [11].
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In the aspect of the control mechanism of CPG the new theories and new methods
for the robot's movement control are proposed, whose application is to improve the
robot's movement performance and the adaptation to environment, and to provide
helps for solving the problems on the walking of the biped robot. More and more
scientists and engineers are interested in the simulation studies of human gait move-
ment, and the analysis of the human gait rhythm still need more thorough researches.
In the future, we will continue to study the stability of gait and the influence of exter-
nal feedback to walking, so as to make these researches closer to the facts, which is
significant for the development of the walking robot and the rehabilitation of the
physically disabled.
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Abstract. PSO (particle swarm optimization) algorithm is apt to slow down and
prematurity during the evolutionary anaphase. Besides, the algorithm of BP
neural network also encounters some problems such as slowness in constrin-
gency, longer training time and so on. Aimed at these phenomena, PSO algo-
rithm can be improved in two aspects: reinforcing the diversity of particles and
avoiding the prematurity of particle swarm, therefore the algorithm of particle
swarm neural network based on improved algorithm is presented here. Finally,
this algorithm is applied to the recognition of hyper-spectral altered rock, which
overcomes the disadvantage of local minimization for BP algorithm, and trained
network shows great generalization ability. The instance indicates that im-
proved PSO-BP algorithm is effective in the recognition of hyper-spectral al-
tered rock.

Keywords: Particle swarm optimization, Neural network, Pattern recognition,
Altered rocks.

1 Introduction

Due to its capability of self-study, self-structure, fault — tolerance and simulation of
nonlinear relation, neural network is suitable to resolve the problem of complicated
pattern classification. Hornik[1] adopted three-layer feed-forward neural network of
Sigmoid response function to simulate complex nonlinear relation, but the key point
of realizing above capability is to train neural network sufficiently. Therefore, training
algorithm has decisive effect on the performance of pattern classification of neural
network. Although BP algorithm is the most pervasive among neural network training
algorithms, it depends on the selection of initial weights because of the dependency
on gradient descent, which causes the slowness in constringency and tends to plunge
into local optimization. The limitation of BP results in disagreement and inscrutability
of the output of the trained neural network, which brings about reduce of reliability of
pattern classification.

Based on swarm intelligent theory, PSO can intelligently guide optimized search
by swarm generated by cooperation and competition among particles [2]. It is a rising
random global optimized algorithm, which is successfully applied to many practices,
such as optimization of nonlinear function [3], voltage stability control [4], dynamic
object optimization [5] and so on. Wang Suihua [6] improves the ability of avoiding

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 149 2009.
© Springer-Verlag Berlin Heidelberg 2009



150 Y. Zhan and Y. Wu

local extremum in PSO by mending the basic model, and five tests based on norm
function revealed that improved algorithm is better than basic PSO and inertia weight
model PSO [6].

This paper combines PSO and BP to generate a new PSO-BP training algorithm
which integrates both advantages in it. By combining the global optimization ability
in PSO and instructed search idea in BP, the algorithm accelerates constringency and
avoids local constringency, and trained network represents great generalization
power. The results of the experiment shows that, PSO-BP is effective neural network
training algorithm, which reaches the purpose of altered rock recognition by opti-
mized network and can be used to deal with the problem of pattern classification.

2 A New PSO-BP Algorithm of Neural Network Training

2.1 The Principle of PSO-BP Algorithm in Training Neural Network

The chief application of PSO in artificial neural network is to optimize the weight of
ANN. That is to substitute traditional learning algorithm by PSO. When using PSO to
train neural network, the spatial location of particle corresponds to all link weights
and thresholds of neural network, and the error sum of square of exact output and
expected output of network is used as fitness value. And PSO is used to search opti-
mized particle location, that means optimized weight and threshold of neural network,
to make the error sum of square of network output be minimum. PSO-BP algorithm
firstly updates speed and location of PSO for once, then learns BP for once, and then
repeates like that until satisfying the expected error requirement.

2.2 Improved PSO

According to the standard PSO presented by Shi and Eberhart in 1998 [3,7], its math-
ematic description is: Suppose the dimension of search space is D, the total number of
particle in swarm is N, the location of particle i is expressed as vector X;=(Xi, Xp, ...,
Xq4), and the flight speed is described as vector V; = (vy, va, ..., V4), and the optimized
location in the flight of particle i (the location has optimized is marked as pbest, and
optimized individual of all N individuals, that is global optimized individual is
marked as gbest. After the two extremums (pbest and gbest) is attained, particle up-
dates its speed and location by the following formula:

v, = XV, + ¢, Xrand ()X (pbest, — x,) + c, X rand () X (gbest, — x;) (1)

X, =x,+v, 2)

Here, rand() is a random number between 0 and 1, c¢; and c, is learning factor, U is
inertia factor, non-minus. If U is larger, global optimization ability is stronger, and
local optimization is weaker.

(1) is composed of three parts. The first one is previous velocity of the particle. It
represents the self-confidence in the current state of their own movement, which
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conducts inertia movement according to their own rate. The second is about cognitive
part. It stands for the thinking about the particle itself and encouraging it flying to the
best position which it has ever found. The third is social part. It stands for the infor-
mation sharing and mutual cooperation among the particle and encouraging it flying
to the best position which the particle group has ever found.

In the particle group algorithm, c,, ¢, are two positive constants, called cognitive
and social parameter respectively. In the population-based optimization methods, it
always hopes that the individuals in the initial stage can wander through the entire
optimizing search space, without early trapped into the local optima. Meanwhile, in
the end stage of the algorithm it improves the velocity and accuracy of convergence
and effectively finds the global optimum[8]. In the initial stage, it has better to have a
large “cognitive” part and a small “social” part for the benefit of the whole algorithm
search in the optimization space and to improve the velocity and accuracy of conver-
gence. So, take cl and c2 as follows:

¢, =4X%(

Ju=FuD! fu 3)

0, =4-c, @)

1 n
@=N;ﬁ )

Where, t is for the current iteration algebra, fat is the average fitness of the current
generation, fgt is the current global optimum location of the gbest fitness. So (1) can
be improved as:

fat_fgt

at

Vi = @V, +4-rand()[ (pbest, — gbest,) + (pbest, —x,)]  (6)

When the group fitness variance is less than the value of the convergence precision
square, and the difference between the current global optimum particle gbest fitness
and the particle theory optimal fitness value or the best experience value is less than
the value of precision when convergence, it notes convergence algorithm and the
overall situation was not optimal solution, that is to say, it gets a premature conver-
gence. Therefore, it needs to conduct mutation for PSO in order to make the particles
escape local optimum and goes with further search in the other regions. The mutation
method is: when the particle group trapped into premature convergence, or fitting
with the variation conditions, a velocity-changed mutation operator can be applied to
break the original gathering status. Taking a fresh start in the solution space for fur-
ther search can be to conduct mutation in the velocity of the particle group. Equation
(6) is updated as:
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fat_fgt

Vi = @V, +4-rand()[ (pbest, — gbest,) + (pbest, —x,) |+ OX uxv, (7

i(t+l)
at

Where, 8 is a sign value. It is 0 or 1, by default 0, When the particles is trapped into a
premature convergence, 0 is set to 1.imeans the current extent about mutation operator
impact to current velocity. Its value is:

,1} (®)

U= min{

Here: f, is the best theory value or the best experience value.

fgt -/

t

2.3 Hybrid PSO-BP Neural Network Training Algorithm Steps

Initialize a group of particles for the size N, including the initial position and the
initial velocity.

@Initialize pbest and gbest. The initial location of the particles is set as pbest and
that of the smallest fitness particles is set as gbest.

®Evaluate the desired fitness values for all the particles. Compare the evaluated
fitness value of each particle with its Pbest. If current value is better than pbest, then
set the current location as the pbest location. Furthermore, if current value is better
than gbest, then reset gbest to the current index in the particle array.

®Loop termination when reaching the largest evolution algebra G, or (and) the ex-
tremum gbest in the whole group meeting the scheduled minimum fitness value.

®The best preserved and the worst removal. Preserve the overall extreme gbest
until the smaller overall value of extreme value appears. The largest Fitness value will
be removed in order to make the search solution toward the optimal direction.

®Change the velocity and location of the particle according to (1) and (3).

@Decode the space location vectors of the particle into the network connection
weights and threshold values. It use BP algorithm to learn neural network and re-
coding the weights and threshold values. And then turn to step ®.

3 Application Example

3.1 The Selection of Neural Network Training Samples

Altered rock spectral data by field survey are used to train and identify samples for
the network. The measuring instrument is ASD FieldSpec FR spectroradiometer with
the spectral range of 350 -2500nm. When the spectral range is from 350nm
to1000nm, the spectral resolution is 3nm, while from 1000nm to 2500nm, the spectral
resolution is 10nm. Many profiles crossing the whole mining area are studied with the
measuring points set every 100 meters. And more than 200 spectral data documents
are obtained at last.

Take the sample spectrum of illite, chlorite, gypsum and kaolinite for analysis
(shown in Fig. 1).
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Fig. 1. Spectral curve of illite, chlorite, gypsum and kaolinite

Fig.1 shows that the characteristic peak of the above four altered rocks centralized
on the interval of 1220-2500nm, thus the 128 paths can be used as the input of the
neural network. In this way, the high spectrum feature information is made full use of
on the one hand and the input number of neural network decreases, simplifying the
scale of the network on the other hand. The output of illite, chlorite, gypsum and
kaolinite are respectively set as [0 O], [0 1], [1 O ], [1 1]. The corresponding con-
structed neural network holds three-layer structure, 128 input neurons and 2 output
neurons. For the confirmation of neuron number of hidden layer, the following
method can be adopted.

h=~k+m+a 9)

Where h is the cell number of the hidden layer, k is cell number of the input layer, m
is the cell number of the output layer, a is a constant among [1, 10]. Through repeated
experimenting and dynamically adjusting the node number of the hidden layer, the
neuron number of the hidden layer is confirmed as 16.

3.2 Result Analysis

When using the mixed PSO-BP algorithm to train the above established neural net-
work, the parameters are respectively set as: N=30, G=3000, Ir=0.01, V,,,=0.5, U;,; =
0.9, Uepq = 0.4, minfitness=0.01. In the end of running, the current algebrag=106, min-
fitness=0.0092, elapsed_time=23.610426s, and the training error (minfitness) curve is
shown as Fig.2. In order to compare conveniently, Fig.3 shows the training error
curve of the BP algorithm. Here, max_epoch=6000, err_goal=0.01, 1r=0.01,
elapsed_time=513.073500 s.
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The above comparison shows that using BP algorithm to train the weights of neural
network, the local minimum is reached in advance when the square error sum con-
verged to 0.9656 at the step of 300, thereafter the value doesn’t converge even at the
maximum step of 6000. BP algorithm falls into local minimum very easily, and it is
even more so when the network structure is complex and the training samples are in
great number and dimension. While the mixed PSO-BP algorithm has the ability of
global optimization, can avoid local minimum and even converge quickly with the
training error requirement can be satisfied only when g=106 and
elapsed_time=23.610426s.

The result is shown as Fig.4 and Fig.5 by identifying the training samples.

-

orite [ ] Kaolinite B Gypsum M 1ilite

|__Nel
Fig. 4. The recognised result of chlorite Fig. 5. The recognised result of illite
and kaolinite and gypsum
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4 Conclusion

The improved and mixed PSO-BP algorithm integrates the strong macroscopic search
property of PSO algorithm and the instructive search idea of BP algorithm, and exerts
the advantages to avoid local minimum problem which easily appeared in BP algo-
rithm and increase the convergence speed. Identifying the sample set by using the
training network, the identification correct rate is 82%, which illustrates that the neu-
ral network trained by the improved and mixed PSO-BP algorithm holds great gener-
alization ability. The example shows that it is effective by applying the improved and
mixed PSO-BP algorithm in the identification of altered rocks.
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Abstract. In this paper, we develop a new design strategy of Radial Basis Func-
tion (RBF) neural network and provide a comprehensive design methodology and
algorithmic setup supporting its development. The architecture of the network is
fully reflective of the structure encountered in the training data which are granu-
lated with the aid of clustering techniques. More specifically, the output space is
granulated with use of FCM clustering while the information granules in the mul-
tidimensional input space are formed by using a so-called context-based Fuzzy C-
Means which takes into account the structure being already formed in the output
space. A series of numeric studies exploiting synthetic data and data from the Ma-
chine Learning Repository provide a detailed insight into the nature of the algo-
rithm and its parameters as well as offer some comparative analysis.

Keywords: Context-based Fuzzy C-Means, Radial Basis Function (RBF), Neu-
ral network, FCM clustering, machine Learning data.

1 Introduction

Given the simple topological structure and universal approximation ability, radial
basis function (RBF) neural networks have been widely studied and applied to many
categories of problems such as those arising in pattern recognition, signal processing,
time series prediction, and nonlinear system modeling and control, cf. [1-6]. Since the
very inception of this concept in neurocomputing, we can witness a number of inter-
esting and useful expansions of the generic topology of such neural networks. In this
study, we view RBF neural networks as predominantly data driven constructs whose
processing is based upon an effective usage of experimental data through a prudent
process of information granulation. Our ultimate objective is to offer a comprehensive
design methodology of neural networks by (a) using fuzzy granulation realized by
means of a specialized, output variable - oriented machinery of fuzzy clustering [7],
(b) considering number of clusters for each context which reflects a nature of the
input space by context-based FCM clustering [8], [9], and (c) realizing functional
links of the neuron present in the output layer of the network.

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 156}163,£2000.
© Springer-Verlag Berlin Heidelberg 2009
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2 Algorithm of Fuzzy Granular Computing

2.1 Fuzzy C-Means Clustering

The FCM clustering has been applied to a variety of areas, including image and data
preprocessing for system modeling [10].

Let xy, Xy, ..., Xy be n-dimensional patterns defined in the space of inputs, x,€ R",
As usual, the basic objective function (performance index) of the original FCM
method is defined as a sum of squared errors

c N
Q=YY uixi v’ )

i=l k=1
With U=[uy] denotes a partition matrix, Ue U, and “c” stands for the number of the
clusters. The parameter “m” used above “m”>1 is often referred to as a fuzzification

coefficient. U denotes a family cxN partition matrix, namely

c N
U={uik el01], Y uy =1k, 0<> uy <NVi} )
i=l k=1
Formally, the optimization problem is expressed in the form
min  Q
U,V] sV, Ve (3)

subject to Ue U

The elements of U are computed as
2/(m-1)
[xic—vil - _
Z ,i=1,2, ....c,k=1,2, .., N. )

=il

The prototypes of the clusters are obtained in the form of the weighted average of the
individual inputs

N
Vi =
k=

N
D (ug )" i=1,2, e (5)
k=1

1

2.2 Context-Based Fuzzy C-Means Clustering

The context-based FCM clustering [8], [9] attempts to reflect upon the output variable
while clustering the remaining data. This means that we first agree upon some granu-
lation of the output variable of the model and afterwards produce some information
granules being, in fact, induced by the successive fuzzy sets already formed for the
output variable [8]. The conditional aspect of the clustering mechanism is introduced
into the algorithm by taking into consideration the conditioning variable assuming the
values f}, f5, ..., fy for the corresponding patterns. More specifically, f; describes a
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level of involvement of X, in the constructed clusters. We admit fi to be distributed
additively across the entries of the k-th column of the partition matrix meaning that

C

Zuik :fk ,kzl, 2,...,N. (6)

i=1

We can also request that the maximum of membership values within the correspond-
ing column equals fi,

1r1n22}§,cuk_fk’k_1 2,...,N. 7)

In this study, we confine ourselves to the first method of the distribution of the con-
text values. Bearing this in mind, let us modify the requirements to be met by the
original partition matrices and define the new family of matrices

c N
U(f)z{uike[o,l], Duy = Yk 0< D uy <N‘v’i} (8)
i=l k=1
Note that the standard normalization condition in Eq. (2) is replaced by the involve-
ment (conditioning) constraint. The optimization problem is now reformulated ac-
cordingly [8].

min  Q
U,v{,V5,...,V, (9)
subject to U e U(f)

Again the minimization of the objective function is carried out iteratively where the
partition matrix is updated accordingly,

fy

Uy = Ty ,i=1,2,....c,k=1,2, ..., N.

Zc: [xic =i (10)

j=1 "Xk "

The computations of the prototypes are the same as for the original FCM method.
Moreover, the convergence conditions for the method are the same as thoroughly
discussed for the original FCM algorithm [7].

3 The Topology of the RBF Neural Network

In this section, we highlight the main structural features of the RBF neural network.
The network dwells on the concept of context-based clustering method. The fuzzy
partitions formed for all variables gives rise to the topology as visualized in Figure 1.
In particular, this structure consists of two clusters for each context.
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Fig. 1. The overall structure of the RBF neural network
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The network has a single hidden layer composed on a basis of the receptive fields
built through the use of the proposed algorithm. The local model used here constitutes
a linear regression built around the information granules formed in the input and out-
put space which implies the following expression of the model.

Yij :uij(zaijk(xk)] (11)
k=0

where, yj; is the modal value of the i-th context and j-th cluster.
The overall output of the network is computed by taking a weighted average of all
local models

§=>">"v; (12)
i=1 j=1

Parameter optimization of the local models is completed by solving a standard Mean
Square Error (MSE) problem.

(y(x) = 5(x) ) (13)
1

Q:

N
k=

4 Experimental Studies

4.1 Synthetic One-Dimensional Data
We consider a single-variable nonlinear function of the following form

y = 0.6sin(zx) + 0.3sin(37x) + 0.1sin(57x) (14)
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Where the input x is defined in the space X=[-1, 1]. Using (14), 200 pairs of input-
output data have been generated. The entire dataset is split randomly into a training
dataset (being a 60% of the overall data set) while the rest of the data is used as a
testing data. To assess an impact of the varying granularity of information, we carried
out experiments for the number of contexts varying in-between 2 to 5.

Table 1 summarizes the performance of each context of the proposed model as op-
timal combinations of the number of initial clusters(c) used for each context.

Table 1. Values of the performance index for the synthetic-one dimensional data; PI-
performacne index for the training data. EPI-performance index for the testing data.

(a) Values of the PI
Number of clus- Number of contexts (p)
ters (c) 2 3 4 5
2 0.0084 & 7.7e-4 | 0.0045 % 6.2¢-4 | 0.0024 &+ 5.3¢-4 |7.70e-4 + 5.1e-4
3 0.0051 & 7.2¢-4 | 0.0026 & 3.6e-4 | 0.0011 & 3.4e-4 [4.70e-4 T 1.8e-4
4 0.0013 & 2.4e-4 | 0.0008 & 2.0e-4 | 0.0004 = 9.8¢-5 | 1.30e-4+ 1.1e-5
5 0.0005 & 1.1e-4 | 0.0002 % 6.5¢-5 | 1.08e-4 T+ 2.8e-5 | 5.44e-5+ 1.6e-5
6 0.0002 % 7.4e-5 | 0.0001 & 2.6e-5 |4.50e-5F 1.5e-5|1.71e-5% 6.8e-6

(b) Values of the EPI

Number of clus-

Number of contexts (p)

ters (c) 2 3 4 5
2 0.0164 % 0.004 | 0.0281+0.014 | 0.1156 % 0.177 | 0.0758 + 0.068
3 0.1222+0.257 | 0.2100%+ 0.311 | 0.6547 % 0.692 | 0.5889 % 0.630
4 0.0835% 0.089 | 0.2941 % 0.260 | 0.5090 % 0.298 | 2.5968 + 7.037
5 0.3640% 0.306 | 0.3468 +0.150 | 0.4895+ 0.278 | 0.4701+ 0.173
6 0.3077 £ 0.212 | 0.9894% 0.709 | 0.4783 % 0.245 | 0.6036  0.269
0.6 by 0.6
*4:& 4% ’ **ﬁjﬁ*
04}t 04 * *
02} M 0.2
I g N
9 + 9 +
£ 02 N £ 02 =
= ’ = R e * g
04} j R 04t Ak T
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(a) training data

(b) testing data

Fig. 2. Scatter plots of model output vs. original output (p=2, c=2)
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Figure 2 visualizes the approximation and generalization capabilities of the
network when the m=2.0, the number of the contexts was set up to 2 and the
number of the clusters per context was equal to 2 (here PI=0.0072, EPI=0.0125).

Table 2 presents the performance of the proposed model vis-a-vis other RBF neural
networks. RBF NN I is a standard RBF neural network with the receptive fields
whose centers are formed using the FCM algorithm while the values of the connec-
tions of the output linear neuron are estimated with the use of the standard least
square error method.

The spreads of the receptive fields are equal to 1 while the receptive fields them-
selves are Gaussian function. The second version of the network, denoted here by
RBF NN 1I, is a standard RBF neural network with the receptive fields formed by
the FCM algorithm. Furthermore the outputs of receptive fields for the given input
x are taken as the membership value of x in the corresponding clusters. The weights
of the output neuron are estimated in the same way as it was completed for the RBF
NN L

Table 2. Comparative analysis of the performance of selected model

Number of nodes in Performance index
Model .
the hidden layer PI EPI
RBENN I 5 0.0378 & 0.002 0.0402 % 0.004
RBENN II 5 0.0522 % 0.005 0.0565 % 0.009
4 (p=2, c=2) 0.0084 % 7.7e-4 | 0.0164 % 0.004
Proposed model
6 (p=2, c=3) 0.0045+ 6.2¢-4 | 0.0281% 0.014
Table 3. Performance index of the proposed model
(a) Training data
Number of clus- Number of contexts (p)
ters (c) 2 3 4 5
2 2.14331+0.092 | 1.1359%0.081 | 0.7551 = 0.064 | 0.5653 & 0.042
3 2.13921+0.116 | 1.1286 1+ 0.059 | 0.7087 + 0.030 | 0.4964 = 0.048
4 2.0917 % 0.065 | 1.0676 = 0.085 | 0.6926+ 0.044 | 0.4715% 0.057
5 2.0494 1 0.079 | 1.0997 £ 0.028 | 0.6678 = 0.063 | 0.4532% 0.046
6 2.06110.097 | 1.0443 % 0.062 | 0.6592% 0.032 | 0.4220% 0.050
(b) Testing data
Number of clus- Number of contexts (p)
ters (c) 2 3 4 5
2 2.531110.184 | 1.4745%0.194 | 1.0036 % 0.149 | 0.6721 & 0.084
3 2.5159+0.213 | 1.4281+0.177 | 1.2802% 0.303 | 0.9338 = 0.227
4 273161 0.297 | 1.9684F 0473 | 1.4184%+0.225 | 1.0518 = 0.384
5 2.96121+0.228 | 1.9545+0.388 | 1.5174 %+ 0.367 | 1.2214% 0.266
6 3.46521F0.907 | 2.2551£0.638 | 1.5624 %+ 0.244 | 1.5978 = 0.279
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4.2 Machine Learning Data

We consider the well-known abalone data coming from Machine Learning repository
(http://archive.ics.uci.edu/ml/datasets/Abalone).

Table 3 summarizes the optimal performance expressed in terms of the number of
contexts and the number of clusters.

The number of contexts impacts the performance of the network as shown in Fig-
ure 3. Their increase leads to the reduction of error for the training set while there is a
different tendency for the testing set where we note a certain optimal number of the
contexts which is due to possible memorization effect.

Table 4 summarizes the performance of the proposed model vis-a-vis other models
that is RBF NN I and RBF NN II. We note that we have achieved substantial im-
provement over the two versions of the RBF NNs.

35
——©—— : No. of initial cluster : 2
22¢ o o 1
———#—— : No. of initial cluster : 3
oL ——8——: No. of initial cluster: 4 | 3
——0—— : No. of initial cluster : 5
o 18F ——%—— : No. of initial cluster: 6 |
[z \ o
= z 25
< 16t 12
g
214t 15,
5 g
: z
EREL 1%
Kl g
01 1% 1s
= =
0.8
1
0.6
. I . ¥ 05L 1 1 I I
043 5 5 5 P 3 4 5
Number of contexts Number of contexts

Fig. 3. Performance index vis-a-vis number of contexts

Table 4. Comparative analysis of the performance of selected model

Number of nodes in Performance index
Model .
the hidden layer PI EPI
RBFNN I 10 7.207 + 0.301 7.763 %+ 0.290
RBFNN II 10 6.893 1 0.186 7.512%+0.292
10 (p=5, c=2) 0.565 % 0.0042 0.672 % 0.084
Proposed model
15 (p=5, c=3) 0.496 = 0.048 0.933 %+ 0.227

5 Concluding Remarks

In this study, we have proposed a new architecture of radial basis function neural
networks which dwells upon an effective use of experimental data through a prudent
process of information granulation. The information granules are developed using a
certain context-driven version of the Fuzzy C-Means. This specialized clustering
environment emphasizes the role of contexts-fuzzy sets defined in the output space in
the formation of the information granules in the input space. The functional character
of the network comes with local models that are inherently associated with the modal
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values of the fuzzy sets of contexts and the prototypes of the fuzzy clusters formed in
the input space.

Along with the experiments embracing the number of commonly encountered ar-

chitectures of RBF neural networks, we arrived at the quantification of the perform-
ance of the introduced network.
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Abstract. In this brief, the authors firstly introduce a complex stochas-
tic dynamical network model. Secondly, the existence and uniqueness
of solution of this stochastic complex dynamical network is identified,
furthermore, the authors investigate this stochastic complex dynamical
network’s synchronization in probability and give out two synchroniza-
tion theorems of this network. Two detail examples are given to verify
the theoretical analysis, and numerical simulations verify that the two
synchronization theorems are effective.

Keywords: Index Terms—Stochastic dynamical network, Synchroniza-
tion, Time varying, Time invariant.

1 Introduction

In recent years, the stability of stochastic systems[1-4] has been a focal subject
for research due to the uncertainties that exist in the real system, at the same
time, an area of particular interest has been the stability and synchronization of
stochastic complex dynamical network. To the best of our knowledge, however,
there are few works about the stability and synchronization of stochastic com-
plex dynamical network. Actually, chaotic synchronization control and dynamics
of stochastic complex dynamical networks [5]-[14] has attracted interesting at-
tention.

Recently, Wang and Chen [12] introduced a simple uniform scale free dynam-
ical network model, and Lii and Chen [13][14] further introduced a more general
time-varying dynamical network model, and investigate its synchronization prop-
erties. Although their model reflects the complexity from the network structure,
it is only a determined dynamical network with the different coupling strength
for all connections. In reality, complex networks are more likely affected by ex-
ternal perturbations which in many cases are of great uncertainties and hence
may be treated as random noise from the circumstance of network nodes, and
other probabilistic causes. Moreover, in real-world complex networks, particu-
larly communication network, random noise influence can’t be neglected. There-
fore, in this brief, we attempt to introduce a more general complex stochastic
dynamical network model which contain the complex network models introduced
by Wang and Chen [12] and Lii and Chen [13][14], and further investigate this

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 164 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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stochastic complex dynamical network’s synchronization in probability. Based
on mild conditions, we prove that this stochastic complex dynamical network
has an unique solution, and give out the probabilistic synchronization theorem
of a time-varying or time-invariant stochastic complex dynamical network. Two
detail examples and numerical simulation demonstrate the results obtained in
this brief.

2 Stochastic Complex Dynamical Network Model

In this section, we introduce a general stochastic complex dynamical network
model and several mathematical preliminaries.

2.1 Mathematical Preliminaries
Consider a nonlinear stochastic dynamical system

dX (t)

= PO + GX(8), O)dw(t), t € [to, 1] (1)

where suppose that w(t) = (w1 (¢), wa(t), ..., wq(t)) is a d-dimension Brownian
motion defined on a complete probability space (§2, F, P) with a natural filtra-
tion {F:}i>0 generated by {w(s) : 0 < s < ¢}, where {2 associates with the
canonical space generated by w(t), and denote F the associated o-algebra gen-
erated by w(t) with the probability measure P. Here, the white noise dw;(t) is
independent of dw;(t) if i # j, and G(X (t),t) : Ry x R* — R4 is called the
noised intensity function matrix.

Lemma 1. [16] Let F(X(t),t) and G(X (t),t) be continuous and Xo be a bounded
Re-valued F;,-measurable random variable. Assume that there exists a continuous
increasing concave function k : Ry — Ry such that

[ == ®

and for all X)Y € R to<t<T
IF(X(1),t) = FY (1), )]* V [G(X(1),8) = G (1), )]* < s(|X = Y[). (3)

Then the equation () has a unique solution X (t). Moreover, the Caratheodory
approzimate solutions X, (t) converge to X (t) in the following sense

lim E( sup [ X.(t) - X(8)]2) = 0. (4)

N0 4 <t<T

Lemma 2. [16] Assume that there exists a function V € C*(R% x [tg, 00) : Ry
and constantsp >0 ,c1 >0, ca € R, c3 > 0, such that for all X # 0 and t > tg,

al X[" < V(X,1), ()
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LV(X,t) < V(X 1), (6)

C3V2(X7 t) < ||VX(X7 t)g(X, t)||2' (7)
Then ) 5
. c3 — 2c¢

tlggo sup log || X (t;to, Xo)|| < — 2 > as. (8)

for all X(to) € Re. In particular, if c3 > 2ca, then the trivial solution of (@) is
almost surely exponentially stable.

2.2 Stochastic Complex Dynamical Network Model

Consider a stochastic dynamical network consisting of N linearly and diffusively
coupled identical nodes, with each node being an n-dimensional dynamical sys-
tem. The proposed general stochastic dynamical network is described by

N
dX; .
= TELD) D ey (DAY, — X)) +9(Xit)dw,i =1, N, (9)
j=1
where X; = (41, %i2,...,250)7 € R? is the state variable of node i, w(t) =

(w1 (t), wa(t), ..., wq(t)) is a d-dimension Brownian motion, A(t) = (aki(t))ixd €
R®4 is the inner-coupling matrix of the network at time ¢, C(t) = (c;;(t)) Nxn
is the coupling configuration matrix representing the coupling strength and the
topological structure of the network at time ¢, in which ¢;;(¢) is defined as follows:
If there is a connection from node ¢ to node j(j # 1) at time t, , then ¢;;(¢) # 0;
otherwise, ¢;;(t) = 0(j # ) and

cij(t) = cj(t), i,j=1,2,..,N, (10)

condition (0] show that the coupling configuration matrix is symmetrical. More-
over, assume that A(t), C(¢) are normal bounded. That is, there exist two pos-
itive real number K7, K5 such that

A < K1, [[C1)] < Ko (11)

Suppose that stochastic dynamical network (@) is connected in the sense that
there are no isolate clusters, that is, C(¢) is irreducible.

Remark 1. Compare to Lii and Chen’s [13, 14] network model, our network
model don’t need the diagonal elements of matrix C(t) satisfy

N

ci(t)=— Y @;(t), i=1,2,..,N. (12)

j=1.j#i

Moreover, we consider that some stochastic noises affect the deterministic com-
plex dynamical networks (@).
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When ¢(X;,t) = 0, stochastic network (@) becomes a determined time-varying
dynamical network

dX; .
0 F(Xi,t) + ch )X; — X)), i=1,2,..,N (13)

Obviously, the network (I3]) is a deterministic time-varying complex dynamical
network of Lii and Chen[13, 14]. Moreover, when ¢g(X;,t) = 0, A(¢), C(t) are
constant matrices, stochastic complex dynamical network (@) becomes a deter-
ministic time-invariant dynamical network

dX; al
dtl :f(Xiut)+ZcijA(Xj —Xi)7 i:172,...,N, (14)

where C is a 0 — 1 matrix and A is a 0 — 1 diagonal matrix, is a special case
of stochastic network (I3) and the simple uniform dynamical network of Wang
and Chen[13]. Therefore, our proposed stochastic complex dynamical network
@) include determined complex dynamical network being introduced by Lii and
Chen([13, 14] and Wang and Chen[12].

2.3 Existence and Uniqueness of Solution of Stochastic Complex
Dynamical Network Model

Theorem 1. Let f(X(t),t) and g(X(t),t) be continuous and X be a bounded
Re-valued Fy,-measurable random variable. Assume that there evists N contin-
uous increasing concave function r : Ry — Ry such that and for all X,Y € R?,
to<t<T

FY @,

(X (#): 1) =
2 <R(IX =Y. (15)

VIlg(X(8),t) — g(Y (2), 1)l

Then the stochastic complex dynamical network [@) has a unique solution X (t).
Moreover, the Caratheodory approzimate solutions X, (t) converge to X (t) in the
following sense

lim E( sup [ Xa(t) — X(#)[*) = 0. (16)

oo g, <t<T
Proof. Let

F(Xi,t) = f(X;,1) +ch (X5 — X,),

G(X;,t) = g(Xi,t). It follows from the assumption (Il that

||CU(t)A(t)|| S KlKg (’L,j = 172, ...,N)7 (17)



168 T.-j. He and Z. Shi

moreover, using the symmetric (I0) of the coupling configuration matrix, condi-
tion (I5) as well as (7)) one can derive that

IF(Xi(t),t) = F(X{(), 1)

(2

= [IF(Xi(t), ) = F(X[(8), 1) + (Z cij () A1) (X] — X)|?

N

<2l f(Xi(t), 1) = X017 + 20O i AP 1X] - Xi)?
=1

< 26([| X7 — Xi|l?) + 2K7 K3 || X] — X%, (18)

Set #'(u) = 2[k(u) + KZK3u], since x(u) is a continuous increasing concave
functions, so £’(u) is also a continuous increasing concave function. And it follows
from (I8)) that

I (X3 (t), ) = F(X[(0), )]* < w'(|| X7 — Xil|), (19)
combining with ([IE) we can derive that

1P (Xi(t).£) = F(X{(0), )|

K2

VIGXi(1),t) — G(X(1), O)1* < w'(1X: — X][1*). (20)

Besides, since k(u) is concave and continuous increasing, there must exist a
positive number a such that

k(u) <a(l+u) onu>0. (21)

Then using ([20) we can derive that

 du o du
/0 K'(u) = /o 2[a(1 4+ u) + K?K3u) 2 00 (22)

Therefore, these conditions [2)), (B]) of Lemma 2.1 are fulfilled. Applying Lemma
2.1 to stochastic complex dynamical network (@), Theorem 2.4 is complete. O

3 Synchronization Realization of Stochastic Complex
Dynamical Network

In this section, we will establish synchronization realization for stochastic com-
plex dynamical network (@) in probability.

Hypothesis 1 (H1). Assume that the coupling configuration matrix C(t) =
(cij(t))nxn satisty the following conditions: If there is a connection from node
i to node j(j # i) at time t, , then ¢;;(t) # 0 and ¢;;(t) = a(t); otherwise,
cij(t) =0 (j #1).
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Hypothesis 2 (H2). Assume that f(X,t), g(X,t) are linear with respect to
X € R?, that is, for any real numbers «, 8 and X,Y € R¢

flaX +BY,t) = af(X,t) + Bf(Y.t) (23)

g(aX + BY,t) = ag(X,t) + Bg(Y,1t). (24)

Now, we consider synchronization realization for stochastic complex dynam-

ical network ([@). For two different fixed nodes i and j in network, we consider
their error state

eij(t) = Xl — Xj, (25)
it follows from (@), (23], and (23] that
des‘t(t) = f(eij(t)7 t) — Na(t)A(t)eij (t) + g(eij (?f), t)dw7 ,7=1,..., N, (26)

where (20) is a nonlinear stochastic dynamical system for the error state e;;(¢).
Using Theorem 2.4 we easily see that nonlinear stochastic dynamical system (28]
has an unique solution.

Definition 1. Nonlinear stochastic dynamical system (20) is said to be globally
asymptotically stable in probability if for any given condition such that
P{limy—olle;;(t)]| =0} =1,4,j=1,2,...,N. (27)

Definition 2. If nonlinear stochastic dynamical system (28) is globally asymp-
totically stable in probability, then stochastic complex dynamical networks (@) is
said to realize synchronization in probability.

3.1 Synchronization of Time-Varying Stochastic Dynamical
Networks

We set g(eij(t), t) = (Dl, DQ, ceey Dm)Teij(t) and ’LU(t) = (w1 (t), ’w2(t), veey wm(t)),
then g(e;;(t),t) is a linear functional with respect to e;;(t),

g(eij (t), t)dw = Z Dieij (t)dwz

=1

If (H1) and (H2) hold, then the nonlinear stochastic dynamical system (28] can
be written as

deij (t)

dt = f(eij(t),t) - Na(t)A(t)eij (t) + Z Dkeij(t)dwk7 i7j = 17 ceey N(28)

k=1

Theorem 2. Assume that there are two constants A > 0 and ¢ > 0 such that

> IDies; )7 < Mei; ()] and
k=1

D e ()" Dieis(0)II° > eles; ()1* (29)
k=1

for all e;j(t) € RY. Then
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hm sup 10g||eU(t to, eij(to))ll

)\)] a.s. (30)

< —[o— (lim |1/ + N1 K +

for all e;j,) € R. In particular, if L > limy_.o || f|[+NK1 Ko+, then the trivial
solution of (28) is almost surely exponentially stable, and the time-invariant
stochastic dynamical complex networks (9) is synchronization in probability.

Proof. Since f(e;;(t),t) is linear with respect to e;;(t) and continuous, so f(e;;(t),
t) is a continuous linear functional with respect to e;;(t), therefore,

1£es ()OIl < [1Flllles; (1)]| for all e;;(t) € R, (31)

where || f]| is the norm of the linear function f(e;;(t),t) and also is a function
with respect to ¢. Using BI) and ||[Na(t)A(t)e;;(t)|| < NK1Ks we can derive
that

1f(es(8),8) + Na(t)A(t)ei; ()] < ([ f1] + NE1K2)| (es5 ()] (32)

Let Lyapunov function V (e;;(¢),t) = ||e;;(t)]|*. Then
LV (ei(t),t) = 2¢; f(ei; (t +Z||D e O < CIFI+ Mllesll*. (33)
Moreover, with g(e;;(t),t) = (D1, Da, ..., Dy,) T ei;(t),

Ve, (eis (1), t)g(ei; (), )]* = Z lleij(®)" Diei; (W)II* = elles; 0)I*. (34)

k=1

An application of Lemma 2.2 yields the desired assertion (B0, we further see
that if ¢ > limy oo || f|| + NK1K2 +

Jin e (£ 2o, eqj(t))[ = 0 ass., (35)

then using Definition 3.1 and (B3]) we see easily that nonlinear stochastic dynam-
ical system (28] is globally asymptotically stable in probability, furthermore, by
Definition 3.2 we see that the time-invariant stochastic dynamical complex net-
works (@) is synchronization realization in probability. O

Example 1. Let D; = 0,1 (1 < i < m), where I is the d x d identity matrix
and o; is a constant. Furthermore, assume that
I1f(ei (), )]l < Klleij (t)]|  for all (es;,t) € R? x Ry. (36)

In this case, the nonlinear stochastic dynamical system (28]) becomes

dei;(t)

b =1ei(t).t)~ Na(t VA (t)ei; (t)+  oxeij(t)dwy, i,5 =1, N. (37)

k=1
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Moreover,
ZIIDk% O = ng”6w % i,j=1,--,N (38)
and

ZH@U Y Deij(1)||> = ZokHeU )4, i,j=1,---,N. (39)

By T heorem 3.3, the trivial solution of the nonlinear stochastic dynamical system
[B3) has the property

tlggo sup log||ew Zak (K + NK 1 K»)]

a.s. 273:1,---7N. (40)

Therefore, the trivial solution of the nonlinear stochastic dynamical system (31
is almost surely exponentially stable provided é Sy 02 > K + NK 1 K>, and
the time-invariant stochastic dynamical complex networks (@) realize synchro-
nization in probability. O

Remark 2. The foregoing example shown that if the deterministic complex dy-
namical network

dX;

N
o = FXa) +ch WX, —Xy), i=1,2,..,N (41)
Jj=1
is unstable, then we add a strong enough stochastic noise g(X;,t)dw to the
deterministic complex dynamical networks ([B7)), such that networks ([B7)) realize
synchronization.

Remark 3. From ; Z;c":l o,% > K+ NK; K5, we see easily that if the node num-
ber of the deterministic complex dynamical network (87)) N is more larger, then
the stochastic noise g(X;, t)dw must be strong enough, the deterministic complex
dynamical networks ([B7) can realize synchronization.

3.2 Synchronization of Time-Invariant Stochastic Dynamical
Networks

In this narrow sense, if we consider the synchronization of time-invariant stochas-
tic dynamical networks, then the more detail and accurate results will be ob-
tained.

Hypothesis 3 (H3). Assume that the inner-coupling matrix and coupling
configuration matrix of the network (@) are time-invariant, that is, A(t) = A
and a(t) = a, and further suppose f(e;;(t),t) = f(t), g(ei; (¢),t) = g(t).

If (H3) holds, then the nonlinear stochastic dynamical system (28] can be
written as

dei;j(t) = [—NaAe;;(t) + f(t)]dt + g(t)dw(t), i,5=1,---,N, (42)
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where

AeR™ f.R, - R g:R,— R»>™,

Theorem 3. Assume that the nonlinear stochastic dynamical system (f0) with
initial value X (tg) = Xo € RY, satisfies that there is also a pair of positive
constants 1 and A1 such that

IF@OIPV lg@®l? < Bre ™ fort > 0. (43)

(i)If a > 0 and the eigenvalues of A have negative real parts, then the time-
invariant stochastic dynamical networks ([9) is synchronization in probability.
(i5)If a < 0 and the eigenvalues of A have positive real parts, then the time-
invariant stochastic dynamical networks ([9) is synchronization in probability.

Proof. Since the eigenvalues of A have real parts, this is equivalent to that there
is a pair of constants 2(82 > 0) and Ay such that

|eaNAL| 2 < Byem N2t for ¢ > 0. (44)
Using the result of Mao’s book (refer to [16] 141-143), we can derive that

_)\1/\CLN)\2
2

(i) When a > 0 and the eigenvalues of A have negative real parts —Ao < 0, the
solution of nonlinear stochastic dynamical system (@) tend to zero exponentially
in mean square and almost surely as well. Then the time-invariant stochastic
dynamical networks (@) is synchronization in probability.

(i) When a < 0 and the eigenvalues of A have positive real parts —A2 > 0, the
solution of nonlinear stochastic dynamical system (@) tend to zero exponentially
in mean square and almost surely as well. Then the time-invariant stochastic
dynamical networks (@) is synchronization in probability. O

1
tlim sup log || X ()| < a.s. (45)

Example 2. Consider the following time-invariant stochastic complex dynamical
networks with N nodes

dx; i, N i i— — i -
{ xd: = GAXy — Xipy) + (iig? iﬂ)Te ¢ tz2++rle tdw(t)

dx; N i+5 i—5 _ i
; =Y 1 GA(Xy in)+(Zt+f,1+i)Te b4 tz:_le tdw(t),

where i = 1,---,N, r =1,..,. N —i, X3 € R?, k = 1,..., N, then the response
error system as following

T -7 T
dejivr(t) = [—aNAejir(t Te=tat “tdw(t
Cioir(t) = [—aNAeis )+, oo e N+, e tdu(d)
i=1,-- N, r=1,..,N—i. (46)
r =T \T_—t)2 r —t)|2
\Y
H(2t+2’2t+2) e "l ||t2+16 [
2 2
=] v Je 2t < rZe 2, (47)

2t+1)2 " (2 +1)2
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(i) Let

- - 5%5 +2¢5

V5

then the matrix A has two eigenvalues Y,”, 427 the matrix A has positive real

part —Ag = \é5. When a < 0, substituting \; = 2 and Ay = 7‘25 into (H) we
can obtain that

1 N
Jim sup  log | X (1) < ~1 ¢5g <0 as, (48)

using theorem 3.6 we see that this time-invariant stochastic dynamical networks
is synchronization in probability.

(ii) Let
A < 3\/2+5\/5\/2 2\/5>
= 5
x/2 +5\/5 V2 —2v5

then the matrix A has two eigenvalues , the matrix A has negative real part
—Ag = 7\25. When a > 0, substituting A\; = 2 and A\ = ‘/35 into (45]) we can
obtain that

V5aN

hmsup 10g||X()|| —(1A 6

) <0 as., (49)
using theorem 3.6 we see that this time-invariant stochastic dynamical networks
is synchronization in probability. (]

4 Conclusions

We have introduced a general stochastic complex dynamical network model and
presented this network solution’s existence and uniqueness theorem, further-
more, we give out two synchronization theorems of this network. Two detail
examples demonstrate that synchronization theorems of this time-varying or
time-invariant network are all effective, and numerical simulations verify these
results.
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Abstract. This paper presents a novel approach to the regression prob-
lem using bagging of complementary neural networks (CMTNN). A bag-
ging technique is applied to an ensemble of pairs of feed-forward back-
propagation neural networks created to predict degrees of truth and fal-
sity values. In our approach, uncertainties in the prediction of the truth
and falsity values are quantified based on the difference among all the
predicted truth values and the difference among all the predicted falsity
values in the ensemble, respectively. An aggregation technique based on
uncertainty values is proposed. This study is realized to the problem of
porosity prediction in well log data analysis. The results obtained from
our approach are compared to results obtained from three existing bag-
ging models. These three models are an ensemble of feed-forward back-
propagation neural networks, an ensemble of general regression neural
networks, and an ensemble of support vector machines. We found that
our approach improves performance compared to those three existing
models that apply a simple averaging technique based on only the truth
porosity values in the ensemble.

1 Introduction

An ensemble of accurate and diverse neural networks was found to provide bet-
ter results and less error than a single neural network [I]. However, it was found
that a diverse ensemble of less accurate classifiers outperforms an ensemble of
more accurate classifiers but with less diversity [2]. Diversity can be described
as “disagreement” of the classifiers [3]. Disagreement of the neural networks can
be created based on varying parameter values such as varying different initial
weights, different number of hidden nodes, or different number of input features.
Furthermore, varying training data in different manners is another technique
to create diverse neural networks. Two well known techniques based on vary-
ing training data are bagging and boosting. Bagging is based on bootstrap re-
sampling which provides diversity by randomly resampling the original training
data into several training sets [4]. Boosting provides diversity based on itera-
tively learning classifiers with each respect to a training set created based on the
performance of the previous classifier [5].

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 175 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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In our previous papers [6l7], an ensemble of pairs of complementary neural net-
works trained for binary classification was found to provide better performance
than a single pair of complementary neural networks and a single neural network.
Bagging was used to provide diversity by manipulation of the input data whereas
a pair of complementary neural networks was used to provide diversity based on
the output data. Each pair of neural networks consists of the truth neural network
trained to predict degree of the truth values and the falsity neural network trained
to predict degree of the falsity values. The falsity value is supposed to be comple-
ment to the truth value for each input pattern. As uncertainty of type vagueness
can occur since the boundary between the predicted truth and predicted falsity
values is not sharp, the uncertainty values can be computed from the difference
between the truth and falsity values. The predicted results together with their un-
certainty values can be used to provide a better binary classification compared to
the traditional technique of the binary classification based on only a single neural
network providing only the truth values. Moreover, it is known that an ensemble of
pairs of complementary neural networks was found to provide better results than
a single pair of neural networks.

In this paper, an ensemble of pairs of complementary neural networks is
trained to solve the regression problem. A novel aggregation technique is pro-
posed based on uncertainty of type vagueness occurred in the ensemble. Vague-
ness deals with the concept of boundaries which cannot be defined precisely [§].
Instead of considering vagueness based on the boundary between each pair of the
truth and falsity values, vagueness in the prediction of the truth and falsity val-
ues are considered separately. The precise truth value cannot be obtained from
each ensemble component. Also, the precise falsity value cannot be defined from
all components in the ensemble. Our proposed technique is realized to the prob-
lem of porosity prediction from well log data. Porosity is one of the important
rock properties in reservoir engineering. Well logs are measured along the depth
of a well using electrical, physical, and radioactive devices. There are several
techniques used to estimate the porosity such as backpropagation neural net-
works [9], probabilistic neural networks [10], ensemble of neural networks [I1],
and support vector machines (SVM) [12]. However, only few works deal with
uncertainty in the porosity prediction.

The rest of this paper is organized as follows. Section [2 explains our proposed
techniques used for the prediction and quantification of uncertainty. Section [3]
describes the data set and results of our experiments. Conclusions and future
work are presented in Section Ml

2 Ensemble of Complementary Neural Networks
(CMTNN) Based on Bagging Technique

In general, an ensemble of neural networks can be created in two steps: training
several diverse neural networks and aggregating the outputs obtained from the
ensemble of networks. In this paper, diverse neural networks are created based on
the manipulation of both input and output data. Bagging is applied to manage



Porosity Prediction Using Bagging of Complementary Neural Networks 177

diversity based on input data whereas diversity based on output data deals with
a pair of complement target outputs used to train a pair of neural networks. The
bagging algorithm uses bootstrap resampling to generate multiple training sets in
which each generated training set is created by random selection of input patterns
from the original training set with replacement. Each generated training set con-
tains the same number of training patterns as the original data set. Therefore, m
generated training sets are created and applied to m components in the ensemble.

In order to handle diversity based on output data, each component in an
ensemble consists of a pair of neural networks named the truth neural network
and the falsity neural network. The truth neural network is trained to predict
degree of the truth values whereas the falsity neural network is trained to predict
degree of falsity values. In this paper, all pairs of the truth and falsity neural
networks have the same architecture, that is, the same number of neurons in
each layer, the same initial weight, and the same parameters setting. Both truth
and falsity networks in each ensemble component apply the same generated
training set. The difference between both neural networks is that the falsity
network applies the complement of target outputs used in the truth network.
For example, if the target value of the truth network is 0.7 then the target value
of the same input pattern for the falsity network is set to 0.3.

After the truth and falsity values are predicted, the next step is to aggregate
the outputs. Two aggregation techniques are explained in this paper. The first
technique is similar to the simple averaging used for the classification in our
previous paper[6], but we apply it to the regression problem in this paper. The
second technique is a novel aggregation technique proposed in this study. Let
T;(z;) and Fj(x;) be the truth and falsity values predicted for the input pattern
1 of the component j, where j = 1,2, 3, ..., m. Both techniques can be described
below.

1. Equal weight averaging
For each input pattern, m truth values are averaged and m falsity values
are averaged. The average truth value and the complement of the average
falsity value for each input pattern are combined using a simple averaging
method. Let Tpq4(x;) be an average truth value for the input pattern x;. Let
Fouvg(z;) be an average falsity value for the input pattern x;. The combined
output O(z;) can be computed as the following.

O(Qﬁz) — Tavg(‘ri) + (; - Favg(xi)) (1)

Tavg (Iz) _ ZT—lﬂfj (Iz) (2)

7'711 Fj €T;
) = o0 55
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Dynamic weight averaging

In this technique, uncertainty of type vagueness is considered. From the ex-
periment, m components provide m different truth values and m different
falsity values. Hence, the predicted truth value obtained from each compo-
nent is not sharp. Also, the predicted falsity value is not sharp. They are not
sharp in the sense that each network component cannot provide the precise
predicted value. The boundary of the truth and falsity values are vague. In
this paper, the vagueness of the truth value is computed as the average of
the absolute pairwise difference among all the truth values for each input
pattern. Also, the vagueness of the falsity value is computed as the aver-
age of the absolute pairwise difference among all the falsity values for each
input pattern. Let Vp(z;) be an average vagueness of the truth values of
the input pattern z;. Let Vp(2;) be an average vagueness of the falsity val-
ues of the input pattern x;. Both vagueness values are used to weight the
combination between the predicted truth and falsity values. The weight for
the truth values is computed as the complement of the Vp(z;). The weight
for the falsity value is calculated as the complement of the Vp(z;). These
two types of weight are considered as the certainty in the prediction. In this
study, we consider the certainty for predicting the falsity value is equal to
the certainty for predicting the non-falsity value, which is the complement of
the falsity value. Let Wrp(x;) be the weight for the truth value, and W (z;)
be the weight for the falsity value. The dynamic averaging output O(x;) can
be calculated as follows.

O(JCZ) = (WT(.Tl) X Tavg(mi))+

(W (2:) X (1 — Faug(2:))) (4)

N 1— V(i)
Wi = (1= Vp(z) + (1 = V() (5)
Wi (i) = 1 - Vp(zi) o

(1= Vp(zi)) + (1 = Vp(xi))

m -1 T, X, — T, €T;
VT(-Ti) _ Zk,h_wj(ﬂi(_ )1)/2 h( )|’ k4h (7)

m_ F; €Ty — F; €Ty
VF(mi):zk,h;J(:1<>l)/2h< I ez .
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3 Experiments

3.1 Data Set

In this paper, we deal with porosity prediction from well log data collected from
real and practical data in the oil and gas industry. The data set is taken from
four wells which are available in a real reservoir. The actual well locations lie
approximately on a straight line with the following order: Well 3, Well 1, Well
2 and Well 4. The well logs used in this experiment are gamma ray (GR), deep
resistivity (RDEV), shallow resistivity (RMEV), flushed zone resistivity (RXO),
bulk density (RHOB), neutron porosity (NPHI), photoelectric factor (PEF), and
sonic travel time (DT). This experiment aims to create an estimator in order
to predict porosity (PHI) from these eight well logs. The well logs are recorded
from different wells at various depths. All variables are normalized within the
range of [0,1]. In our data set, 269 data obtained from wells 1, 3, and 4 are used
for training and 105 data obtained from well 2 are used for testing.

3.2 Experimental Methodology and Results

An ensemble created in this study consists of thirty components. Thirty gener-
ated training data sets are then created based on bootstrap resampling. Hence,
each generated training set is used as input for each component in the ensem-
ble. For the complementary neural network (CMTNN) ensmebles, the truth and
falsity networks are created based on feed-forward backpropagation neural net-
works (BPNN). All thirty pairs of neural networks have the same architecture.
This experiment deals with eight input features listed in section [B-Il Hence, each
network composes of eight input units, one hidden layer constituting of sixteen
neurons, and a single output unit. However, the falsity network is trained using
the complement of the target output values used to train the truth network. In
order to aggregate the output, two proposed aggregation techniques described
in the previous section are applied.

In this paper, we do not consider the optimization of the individual predic-
tors but concentrate only on the improvement of the combined prediction. Hence,
twenty CMTNN ensembles are created. Twenty different groups of thirty boot-
strap resampled training sets are then set up and applied to twenty CMTNN
ensembles. Twenty results of the mean square error (MSE) obtained from our
proposed techniques are compared in table [Il to those obtained by applying
the existing simple averaging technique that uses only the truth value of a sin-
gle backpropagation neural network (BPNN) instead of a pair of networks in
each ensemble component. Furthermore, our results are also compared to the
results obtained from other ensemble models which are general regression neu-
ral network (GRNN), support vector machine (SVM) with linear, polynomial,
and radial basis function (RBF) kernels. For SVM, mySVM [I3] is used in the
experiment in this study. These ensemble models are created based on the same
generated training sets used to train twenty CMTNN ensembles. The compar-
ison of the mean square error (MSE) among the proposed CMTNN ensembles
and those ensemble models are also shown in table [l
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Table 1. The comparison among the mean square error (MSE) obtained from the
proposed averaging techniques based on CMTNN ensembles and the simple averaging
techniques based on SVM ensembles, GRNN ensembles, and BPNN ensembles for the
test set of well log data

SVM SVM SVM CMTNN CMTNN
Ensemble linear poly RBF GRNN BPNN Eq. weight Dy. weight

(MSE) (MSE) (MSE) (MSE) (MSE) (MSE) (MSE)

1 0.0286  0.0278 0.0327 0.0194 0.0518 0.0139 0.0131
2 0.0288  0.0272 0.0325 0.0186 0.0378 0.0134 0.0130
3 0.0285  0.0266 0.0326 0.0183 0.0253 0.0121 0.0120
4 0.0285  0.0279 0.0325 0.0197 0.0426 0.0136 0.0131
5 0.0283  0.0276 0.0325 0.0185 0.0329 0.0128 0.0127
6 0.0286  0.0287 0.0325 0.0185 0.0336 0.0126 0.0124
7 0.0278  0.0265 0.0324 0.0178 0.0471 0.0141 0.0135
8 0.0294  0.0266 0.0325 0.0187 0.0578 0.0160 0.0151
9 0.0279  0.0272 0.0325 0.0188 0.0377 0.0134 0.0130
10 0.0283  0.0269 0.0326 0.0196 0.0296 0.0121 0.0120
11 0.0278  0.0285 0.0325 0.0188 0.0585 0.0155 0.0147
12 0.0285  0.0275 0.0324 0.0193 0.0452 0.0130 0.0126
13 0.0286  0.0294 0.0327 0.0186 0.0516 0.0150 0.0145
14 0.0284  0.0265 0.0326 0.0194 0.0289 0.0116 0.0115
15 0.0284  0.0271 0.0323 0.0185 0.0546 0.0151 0.0144
16 0.0290  0.0266 0.0327 0.0180 0.0417 0.0127 0.0124
17 0.0283  0.0267 0.0324 0.0197 0.0258 0.0118 0.0118
18 0.0282  0.0275 0.0324 0.0186 0.0321 0.0128 0.0126
19 0.0288  0.0301 0.0325 0.0186 0.0396 0.0133 0.0129
20 0.0295  0.0277 0.0325 0.0190 0.0289 0.0120 0.0118

Avg 0.0285  0.0275 0.0327 0.0188 0.0402 0.0133 0.0130

The average MSE obtained from the existing simple averaging technique based
on BPNN ensembles, GRNN ensembles, and SVM ensembles with linear, poly-
nomial, and RBF kernels are 0.0402, 0.0188, 0.0285, 0.0275, and 0.0327, re-
spectively. The average MSE obtained from the equal weight averaging and the
dynamic weight averaging techniques based on CMTNN ensembles are 0.0133
and 0.0130, respectively. The results show that our both proposed techniques
outperform the simple averaging technique that uses only the truth values in
the ensemble of BPNN, GRNN, and SVM. The percent improvement of our
techniques compared to the existing techniques can be shown in table 2l We
found that the percent improvement of the dynamic weight averaging technique
based on CMTNN ensembles compared to the simple averaging technique based
on BPNN ensembles, GRNN ensembles, SVM ensembles with linear, polynomial,
and RBF kernels are 67.74%, 31.18%, 54.55%, 52.94%, and 60.17%, respectively.
Furthermore, the dynamic weight averaging technique is found to provide bet-
ter performance than the equal weight averaging technique based on CMTNN
ensembles in which the percent improvement is 2.9271.
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Table 2. The percent improvement of the use of dynamic weight averaging based
on CMTNN ensembles compared to BPNN ensembles, GRNN ensembles, and SVM
ensembles with linear, polynomial, and radial basis function (RBF) kernels for the test

set of well log data

Improvement in percentage with the use of dynamic weight averaging

Ensemble SVM

linear

1 54.15
2 54.79
3 57.96
4 54.18
5 55.13
6 56.42
7 51.37
8 48.65
9 53.23
10 57.73
11 47.25
12 55.72
13 49.28
14 59.28
15 49.45
16 57.33
17 58.37
18 55.41
19 55.20
20 59.94
Avg 54.55

SVM
poly
52.69
52.05
54.95
53.26
53.99
56.63
49.05
43.14
52.05
55.60
48.39
54.17
50.79
56.35
46.99
53.43
55.99
54.28
57.12
57.31
52.94

SVM
RBF
59.83
59.93
63.24
59.83
60.79
61.70
58.33
53.58
59.92
63.35
54.82
61.07
55.68
64.53
55.58
62.19
63.71
61.21
60.30
63.86
60.17

GRNN

32.33
29.84
34.58
33.77
31.39
32.86
23.91
19.24
30.80
39.01
21.76
34.49
22.17
40.62
22.51
31.12
40.21
32.39
30.69
37.97
31.18

0.5
Depth

BPNN

74.65
65.58
52.75
69.32
61.41
62.99
71.31
73.89
65.39
59.62
74.91
72.09
71.90
60.02
73.69
70.34
54.48
60.77
67.45
59.06
67.74

Fig.1. The comparison between results obtained from the equal weight averaging
technique based on CMTNN ensembles and the truth porosity values from BPNN

ensembles for the test set of well logs (Ensemble 14)



182 P. Kraipeerapun, C.C. Fung, and S. Nakkrasae

0.5
Depth

Fig. 2. The comparison between results obtained from the dynamic weight averaging
technique based on CMTNN ensembles and the truth porosity values from BPNN
ensembles for the test set of well logs (Ensemble 14)

Fig. 3. The comparison between results obtained from the equal weight averaging and
dynamic weight averaging based on CMTNN ensembles for the test set of well logs
(Ensemble 14)

From table [Il ensemble 14 provides the minimum MSE for the equal weight
averaging and the dynamic weight averaging techniques based on CMTNN en-
sembles, which are 0.0116 and 0.0115 respectively. Therefore, we found that not
only the average MSE obtained from twenty runs of the proposed techniques
have provided us with better performance compared to the existing techniques,
but individual runs obtained from the proposed techniques also provided better
accuracy result when compared to the existing techniques. Figure [Il Bl and [3]
show the comparison among predicted porosity values obtained from our pro-
posed techniques based on CMTNN ensembles and the simple averaging tech-
nique based on BPNN ensembles for the test set of well logs from the ensemble
14. The vertical axis represents the porosity values whereas the horizontal axis
is the depth at which the input measurement were taken.
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4 Conclusion and Future Work

In this paper, an ensemble of pairs of neural networks named CMTNN ensem-
bles is used to solve a regression problem. The input patterns are derived from
the bagging technique whereas pairs of complementary outputs: the truth and
falsity values are predicted from pairs of complementary neural networks in an
ensemble. Uncertainties in the prediction of the truth and falsity values are con-
sidered as the difference among all the predicted truth values and the difference
among all the predicted falsity values, respectively. Uncertainty values are used
to enhance the prediction results. The proposed averaging techniques based on
CMTNN ensembles are compared to the simple averaging technique based on
BPNN ensemble, GRNN ensembles, and SVM ensembles. We found that the
results obtained from the proposed dynamic weight averaging technique provide
better performances than the results obtained from the proposed equal weight
averaging and the existing simple averaging techniques that uses only the truth
values in the ensemble. In the future, other types of uncertainty will be quanti-
fied and used to support the prediction of porosity values in the well log data
analysis problems.
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Abstract. In order to implement scientific development view and measure the
effect of regional integration, the paper has constructed the evaluation index
system for regional integration by means of the combined quantitative and
qualitative analysis. Firstly, the paper illustrated the connotation, contents and
significance of regional integration. Secondly, the paper put forward that the ef-
fect for regional integration is made of the presentation of the static, dynamic
and external effects on system theory. Thirdly, the paper proposed the index
system including the correlation degree, the degree of development gap and the
development goal. Finally, it made an empirical analysis and made a conclusion
for the recent problems and future development.

Keywords: System Theory, Regional Integration, Index System, Resource-
Saving, Environment-Friendly.

1 Introduction

To carry out Scientific Development is a kind of systems engineering, which is related
not only to every aspect of economic and social development, but also to economic and
social activities as well as the complex relation of nature. The interaction among human
beings, economic, social and natural environment is also involved. It requires that we
should adopt systematic and scientific methods to analyze and solve problems. Mean-
while, it is a large system of research on economic and social development from multi-
factors, multilayer and multi-aspects. Systems science is to give an analysis on objective
world from the prospects of relations between the part and the whole.

At present, the proposal about city-circle overall corresponding reform and stimu-
lating regional communication within the city-circle, demands a fulfillment of scien-
tific development concept. According to the requirements of resource-saving and
environment-friendly society, the resource-saving and ecology- protecting systematic
mechanism, which offers a stimulus to the coordination among economic develop-
ment, population, resources and environment, needs come into being as soon as pos-
sible. It will explore a brand-new development road for regional integration. This
road, different from the traditional industrialization and urbanization, will pave the
way for scientific development and harmonious society.

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part I, LNCS 5551, pp. 185 2009.
© Springer-Verlag Berlin Heidelberg 2009
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There is still no general definition for “regional integration” in previous documents.
From the prospect of System theory, regional integration refers to a complex system
concerning the inter-function, inter-dependence and inter-restriction among social,
economic and environmental factors in many sub-regions (This paper will focus on
two sub-regions). In this sense, it includes various components ranging form micro to
macro, static to dynamic, inner to outer, temporal to spatial and physical to mental. All
these components compose the integrity of regional system by interaction and inter-
relation, which consists in a huge scale, multi-factors and a complex structure.

Therefore, how to realize regional integration with the limitation of “two types of so-
ciety” is a huge and complex systematic project. Meanwhile, how to carry out regional
integration scientifically under the guidance of Scientific Development View is a new
challenge. However, there are no available theories and instruments for these problems.

During the process of constructing “two types of society” and evaluating the ef-
fects of regional integration, it is urgently necessary to build up evaluation index
system for regional integration to provide basic theories for corresponding govern-
mental policies. Besides, the evaluation index system shows great significance for
exploring an regional integration mode which keeps in accordance with characteris-
tics of a city and for programming regional integration of the city-circle.

2 Particularity of Constructing the Evaluation Index System for
Regional Integration

2.1 The Definition of Regional Integration

In this paper, regional integration refers to the interaction between two or among
more than two cities to achieve a clear assignment, a reasonable resource collocation
and harmonious coordination on the whole, with the restriction of constructing two
types of society and exploring a new industrialization and a new urbanization.

Therefore, regional integration is a process that the economic development of sub-
region come to a fine and interactive state, in which sub-regions will achieve mutual-
opening, frequent economic communication and a reasonable assignment. In this way,
regional economy can keep a steady and efficient increase.

2.2 The Contents of Regional Integration

According to the definition of regional integration, combined with current development
of city-circle, the main content of regional integration can be described as follows:

(1) The infrastructure integration. It mainly refers to high-speed and network, in-
cluding the construction of road, railway, water carriage and aviation.

(2) The industrial development and layout integration. It mainly refers to a perfect
industrial chain of related industries concerning labor division and cooperation,
products matching, raw materials supply and technical service. Industrial dock-
ing which based on the development of industrial specialized labor division, in
nature, is to achieve “competitive and cooperative” relation of regional econ-
omy, and aims to improve utilization of resources and retum of industries. In
this way, a highly integrated regional economy will be realized.
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(3) The market integration. It focuses on constructing a market consisting of capi-
tal, technology, communication, property rights, and human resources. Besides,
it also requires to develop an integrated technical market, promote communica-
tion, network docking and resource co-share of personnel market, stimulate per-
sonnel market and labor market. Last but not least, a market with integrated
property will come into being.

(4) The urban-rural integration. It aims to realize a harmonious development in ur-
ban-rural region through innovating its development mechanism.

The resources and ecology integration. Resources and ecology is a cross-regional
problem. It proposes that we should adopt a reasonable exploration and utilization of
cross-regional resources to boost the overall renovation of cross-regional pollution of
rivers and lakes together with the construction of ecological system such as mountain,
forest, marsh and so on.

2.3 The Significance of Regional Integration

(1) Every administrative region, like different organs making up a whole body, will
cooperate and unite to achieve the aim of a prosperous, resource-saving and environ-
ment-friendly region.

(2) Every docking sub-region is supposed to completment, service and offer support

for one another with its own characteristics. Therefore, regional integration is inevi-

table.

(3) Every sub-region will develop its own resource superiority, adapt industrial
structure, enhance industrial complement and improve industrial arrangements. In this
way, it will be favorable for saving resources, reducing cost and boosting regional
productivity, scientific power, creativity, circulation and business. As it is, regional
integration is practical and essential.

3 The Qualitative Analysis of Evaluation Index

According to 2, regional integration should be equipped with following four charac-
teristics with the aim of constructing “two types” society: A closer relation among
sub-regions; A reasonable regional assignment and cooperation; A narrower devel-
opment distance among sub-regions with certain limit; An efficient development of
the whole docking region together with keeping the balance among economy, social
and ecological development. This paper, based on Systems, will present the regional
integration outcomes from static, dynamic and outer aspects.

(1)The static characteristics of regional integration — the relation degree among
sub-regions

Based on the theories of Systems of relativity, which defines an interrelated and in-
teractive relation between each element within certain system or the relation between
system and environment, there must be an interactive and inter-influential relation
between two subsystems within a main system. On the contrary, the two are not possi-
ble to belong to the same main system. Therefore, the two subsystems may belong to
the same main system only when they are with interrelated foundation and conditions.
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Before regional integration is taken into consideration, there should be certain con-
ditions and foundation for the two sub-regions. The first one is a relatively near geo-
graphical location and transportation infrastructure, which is reasonable for regional
integration. A convenient transportation will bring about advantages for markets and
trades. This paper will describe the relation between sub-regions, which is the static
performance for regional integration.

(2)The dynamic characteristics of regional integration — the disparity among sub-
regions

Based on the stability and dynamic state of a system, the movement of the subre-
gions or components will keep the whole system in a certain state, and this stable state
is carried out by regulation. Meanwhile, the relation among every component of the
system and the relation between system and environment is time function, in other
words, it changes with the passing of time.

According to the definition of regional integration in this paper, in the process of
regional integration, the developmental disparity among sub-regions changed with
time and within certain limits. Therefore, this paper depicted dynamic characteristics
of regional integration based on the developmental disparity among sub-regions.

This paper found out that the less disparity between sub-regions showed a better
interaction between two sub-regions, which means a better regional integration.

(3)The interior characteristics of regional integration — the coming results of re-
gional integration

Based on the integrity of a system, the two sub-systems belonging to the same sys-
tem have a mutual influence on each other and relate to each other. In this way, the
system will be equiped with some functions that belong to none of its sub-systems,
which will result in an effect called “integrity is larger than the addition of all the
parts.” That is to say, the improved function is the outer representation and the ulti-
mate aim of the coordinance among the sub-systems. The better the regional integra-
tion of two sub-regions is, the better the results will be, because region is also a sys-
tem. Therefore, this paper will depict the interior effects of regional integration
through the results of regional integration.

According to the introduction, the aim of regional integration is to fulfill scientific
development view, build up a resource-saving, environmental friendly society and
explore a new industrialized and urbanized road, which is also the standard for evalu-
ating the outer effects of regional integration.

4 Constructing of the Evaluation Index System for Regional
Integration

According to its qualitative description and construction principles, evaluation index
system of regional integration can be divided into three hierarchies: target hierarchy,
criterion hierarchy and index hierarchy. The target hierarchy refers to the final effects
of regional integration; Criterion hierarchy refers to three criterions including the
association of sub-regions, the developmental disparity of sub-regions, and target
level of regional integration; Index hierarchy includes some quantitative indexes,
which keep in accordance with the requirements of each criterion. It is shown in the
following figure:
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Fig. 1. The evaluation index system for regional integration

4.1 The Relation Index of Sub-regions

There is a close relation between association index of sub-regions and the integrity of
regional economy. The nature of the integrity of regional economy is a free flow of
components among sub-regions and a free trade. A very important precondition is an
open market and an environment of free investment and trade. Because of this, some
scholars assumed that regional economy integrity is a process of market integrity. It is
clear that the economic market association is a precondition for the integrity of re-
gional economy. Therefore, this paper will show the association degree of sub-regions
and economic integrity by adopting market integrity.

There are various methods to measure market integrity and market division, but
many are not practical when measuring market integrity. Parsley and Wei adopted
empirical study which took relative price variance VAR(P;/P;) as object. QIHan has
also put Parsley and Wei’s research into his own empirical analysis and took relative
price variance as a dynamic index for market integrity. Based on this, Glacier Theory,
which is a strong theoretical foundation for Price Law, will make up for other meth-
ods to some extent. Therefore, this research adopted Price Law to measure the integ-
rity of regional market to show the association of sub-regions.

Suppose P'; ,P'; was the price of certain goods at time t in two regions. P';/ P; was
first difference of relative price,namely in( P';/ P';) - In( P"';/ P"';). The original data
we used was chain index of goods retail price At last, we chose the absolute value of
relative price to measure variance, namely:

V=[n(® 1P})~Ine! ™! /Pj’-_l)‘ =@ /P ~In(P} 1P 1)

It became narrow as time, reflecting the fluctuation of relative price became
smaller and the obstacles in market integrity turned less. According to these, it is
reasonable to deduce that market was equipped with association. Because retail price
of goods is a comprehensive index, which will keep stable with a relatively long time,
relative price variance V is considered as index of sub- regions association to measure
static characteristics of regional integration level.

4.2 The Developmental Disparity Index of Sub-Regions

There are many ways to measure regional developmental disparity. This paper
adopted Theil Index based on dynamic level of disparity between sub-regions and
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Hui Lui’s evaluation analysis on evaluation measures for regional disparity. Theil
analyzed the individual disparity based on the concepts of information quantity and
entropy. Theil index could be used to measure regional disparity. The less disparity
between sub-regions, the smaller the Theil index is and vice versa. The calculation
formula is as follows:

Lpeit = ) pi(yi lle(vi fu) - =1 )

i=1
Itheil = Zl’i lg(y; /u) c=0 (3)
i=1

In these formulas, y; i = 1, 2, 3,..., n) was GDP Per capita in sub-region i; u was
GDP Per capita in all regions; p; was the proportion that sub-region took up in all
regions; Parameter C was to measure the change of index changes. Generally speak-

ing, when c < 2, the change of corresponding index is flexible. (In this paper, ¢ = 0)

Table 1. The target index of regional integration

Factors index calculation formula
energy consglr;l};tlon per unit of total energy consumption / area GDP
water consuG%[;uon per unit of water consumption / area GDP
Resource Consumption of electricity per
u ity . .
unit of GDP Consumption of electricity / area GDP
coal consumption per .
unit of GDP coal consumption / area GDP
the amount of waste water per The amount of industrial waste water /
ten thousand yuan industrial . . .
: industrial production value
production value
. the amount 9f sohq waste per ten the amount of industrial solid waste /
Environment thousand yuan industrial production . . .
industrial production value
value
the amount of SO, ermussion per The amount of industrial SO,
ten thousand yuan industrial - . . .
: emission / industrial production value
production value
Industrial Added Value Rate Industrial Added Value / industrial
output value
whole-society-productivity Industrial Added Value / Average
Industrialization . . Num}aer of Emp%oyment (person) .
The proportion of environmental The funds of environmental protection
protection input to GDP / area GDP
the proportion of manufacturing value-added of manufacturing
industry to GDP industries / area GDP
urbanization level the urban population / total population
per capita gdp area GDP / total population
Urbanization GDP increase rate (Current GDP - previous GDP)/
previous GDP
The proportion of value added of value added of service industry / area
service industry to GDP GDP
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4.3 The Target Index of Regional Integration

The target index of regional integration in this paper is defined by its target restric-
tion. G, the comprehensive developmental level of regions, included resources, envi-
ronment, industrialization and urbanization. Table 1 showed calculation formula for
each index.

5 The Empirical Analysis of Regional Integration

City Wuhan and city Huanggang in Hubei were the chosen sub-regions in this paper
to test the rationality and efficiency of evaluation system of regional integration. In
the calculation of V and Iy, only the year 1985 to 2006 was taken into account con-
sidering the availability of data and long-time rationality of index. In calculation of G,
the year 1995 to 2006 was taken into account, considering that some data was not
available.
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The relative price variance showed the relevance of sub-regions, representing the
historical relation of regions, regional division and cooperation and static effects of
resource allocation, which was shown in figure 2. Obviously, the line became nar-
rower with the change of time, and it reflected a smaller relative price fluctuation
between city Wuhan and city Huanggang with fewer obstacles in market integrity. On
the whole, the association level of city Wuhan and city Huanggang was improved and
tended to be stable from the year 1985 to 2007 in spite of some fluctuation to some
degree. Therefore, these two cities were equipped with conditions and foundation for
regional integration.

Theil index was to measure the dynamic changes of developmental disparity
among sub-regions, which was shown in figure 3. Although there was a growing
disparity between city Wuhan and city Huanggang, there were still few changes from
the year 1994 to 2004, while relatively more changes in the year 2005 and 2006.
Therefore, it is necessary to adopt some measures concerning industrial development
and integration of layout to realize a better and faster development.

When calculating the comprehensive development level, city Wuhan and city
Huanggang were considered as one region. Each index in the whole region was calcu-
lated. Then, the smallest index (the smaller the better) was changed to the largest
index (the larger, the better) to achieve the uniformization and standardization of
indexes. Factor analysis was adopted to obtain resource saving, friendly environment,
industrialization and urbanization in each year from the year 1995 to 2006. Then
comprehensive development level G will be obtained by weighted average,in which
the weight of each component was 0.25. The changes were as figure 4. The larger
slope of the overall industrialization and urbanization between city Wuhan and city
Huanggang showed a faster increase of development.

6 Conclusions

It is an important and great systems engineering problem concerning how to carry out
regional integration efficiently in the process of constructing “two types” society. The
first task is to establish evaluation index system of regional integration to measure its
advantages and disadvantages and to provide theoretical foundation for regional inte-
gration.

This paper began from the definition and significance to construct the outline of
regional evaluation index system, which put forward that the effects of regional inte-
gration consisted of the static and dynamic characteristics of regional interior docking
together with its outer effects. Then, from the methods of constructing index system,
it showed that target was to measure the effects of regional integration, principle was
made up from regional association, developmental disparity of sub-regions and the
target of regional integration, which referred to relative price variance, Theil index
and regional comprehensive development that three principles required. Besides, it
also pointed out that comprehensive development was obtained by index system from
four aspects: resource saving, environment friendly, new industrialization and new
urbanization. At last, two neighboring cities within a province would be chosen as
sub-regions, and did study on the index system to analyze regional evaluation index.
In this ways, it tested the efficiency and rationality evaluation index system.
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As in our country, there is still a long way to go to construct evaluation index sys-

tem of regional integration. In this paper, index system was proposed initially, which
was significant for measuring the effects of regional integration. However, since there
was no combination with future changes of index system of practical case in this
paper, the strategic analysis is the main task for the future research.
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Abstract. In this paper, A type of integrating formula is constructed,
which requires function value at nodes without derivative. In addition,
the formula needs less calculation than the Trapezoidal Rule, but the
order of convergence is much better. Therefore a more effective .result is
obtained.

Keywords: Numerical Integration, Derivative, Interpolation.

1 Introduction

Numerical integration formulas contain interpolation integration formula and
Gaussian integration , but Gaussian integration has limitation. Although the
Trapezoidal Rule has no same limitation, the order of convergence is bad. In order
to obtain the better result, the authors substitute integrand with the Hermite
polynomial in the paper [3] and [4]. But the integration formula requires not
only the function value and first-order derivative at nodes, but also the second
derivative. Therefore, when the integrand is complex and the derivative is not
easy to calculate, the formula will have great limitation. In this paper, A type
of integrating formula is constructed, which requires function value at nodes
without derivative. And a more effective result is obtained.

2 Notations and Preliminaries

Let’s choose some positive integer n and break the interval [a,b] into equal n
pieces. The width of each piece is b;“, and the nodes are x = a + kh,k =
0,---,n. Assume xrt1 = ) + ’QL, and in the interval [z, xp4+1], we can get the
zero degree interpol;tion polynomial p(z) = f(x k;rl) via (z k1, f(z k;rl)), and
the error of the zero degree interpolation polynomial is f(z) — p(z) = f (n)(z —
Thsr ), where n € (x,:ck;rl ). And in the [zk, Tk+1], we calculate the integration

using the Rectangle Formula, i.e. f; f(z)dx =~ f;p(az)dm = f(zx+1)h. By the
2
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generalized mean value theorem of Algebra and differential mean value theorem,
we obtain the error:

b b
/ f(z)dz—f(zk+1)h:/ [f(x) — p(z])dx

/ f )@ = e )do

= [F e+ [ ) - e

Lk T k+1
2

~r@ [Tt s @) [ e

Lk T k+1
2

2 2
e re

2 12
= }; (&) (62— &)

Where & € (@k, Zr41), §2 € (@ k;1,$k+1)7 &k € (&1,82), for |§2 —&1| < h, we have

Th41 2 ,
|/ f@)de —hf@e)l < max [f (@) (1)

Tp<T<Th41

We calculate the approximation I of the integration by the Rectangle For-
mula in the sub-interval, and approximate the integration I = fab f(z)dx with
S v Zo Iy, then we get the formula :

k=0

By the formula (1), we deduce the error estimation of the formula (2):

2

=10k Z/k“ P~ hf (el < max | (@)
k=0

Tp<T<Th41

b —a "
< h?
< g b, Dax If ()]

In order to consider it’s remainder formula. we get the following Taylor ex-
pansion:

/ Fin
f(z):f’“;rl+fk;rl(xizxk+1)+ 22| (z7x$k§1)2+".' (3)
Here f,;+17j =1,---,n denotes fI(z k+1) j=1,--+- n, and in the interval

[k, Trt1], we obtain the integration

Th+1 fk;rl h3 f(ki)l hd f(ki)l h
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and for all £ sum from 0 ton — 1,
h? % @, N (6)
I:hsz¥1+3!x22sz$1+ 24Zf’““ x26zf’“§l+

W " h? ) (6)
I:I(h)+3lxz2zf’““+5'><24Zf’“§1+7'x262f’““ - 0G)
By the formula (4) and [ f"(z)dz = f'(b) — f'(a), we obtain

" ’ / h5 (6)
hd e =1 0)=f (o) 3lx222fk+1+5!><24sz§1+

Substitute the above formula to (5), we thus have

_ W2 ThP @ .
L=1I(h)+ o [f ()= F (@)= go o' 00 D Fioh 5,X7X262f,m - (6)

Using formula (4) to f(*)(x), we obtain

/ 1" h,3
WY FE =10~ @) = g e A+

And substitute the above formula to (6), we have
h2 ’ ’ 7h4 1" 1" 3' (6)
= 1)+ 17 ) f )= o ), e S

We repeat the above operation, and get
I=1(h)+bih?+ -+ bh®* +
Where b;,i = 1,2,--- is independent of h.

Theorem 1. Assume f(x) € C*®[a,b], then I = I(h) +b1h?+ -+ bph?F + ...
where b;,i = 1,2,--- is independent of h, and by = L, [f (b) — f (a)], b2 =

serolf () = F7 (@] b3 = g [FO () = FP(a)].

By Theorem 1, we can obtain the following three numerical formula calculat-

ing I = f: f(x)dz

10(0h) = 1(h) — o 1 (@)~ £ () (”
2, , 4 ' »
1) = I~ o [ @)~ F O + o 1@ =B (®)
2, , 4 ' 'y 6
1) = 10— 17 @)~ G+ 17 (@)= 0] ot [ (a) -7 0)

(9)

Here, we respectively approximate to I = f; f(z)dx with IM (h), I® (k) and

I®)(h), which errors are o(h*), o(h%) and o(h®). By the errors, we know that the

order of convergence is good, but the first derivative, third derivative, and fifth
derivative must be calculated beforehand.
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3 The Integration Formula without Derivative

For f(z) € C*+1]a,b], we have Taylor expansion:

f(Z f(2k+1)(£j) _
flo+jh) - Z 2k 1)1 G (10)
Where j‘: 1,2,--+,2k, & € [x,xjh], and denotes &;(z) = f((2;,:>1(;,J> RURR
= f ( )hl7E = (51(1')7"' 752k($))T7Y _ (yla"' aka) fi7 = f($+lh) -
f( ) (fl_a an_k)vA: (aij))aaij = ]la aj - 1327' a2k7 so the formula
(10) can be written to
F =AY + h?*+1E (11)

Theorem 2. In the formula (11) , the matrix A is nonsingular.

Proof:

1 1 . 1
2l 3l (2k)!
2 22 23 L 2219
21 3l (2k)!
32 33 3219
A= 3y 3! k) |,

. (2k)2. (2k)3: . (2k)%*
2k 37T (2k)!

So

det(A) = 20" éﬁ).Vandermode(l 2,--+,2k) = 2,?),',‘7’.'.'('3';)1 [Ti<j<i<or (@ = 4)-

Because the inverse matrix of A exists, the matrix A is nonsingular. By the
formula (11), we obtain

F=A"'Y —p?1A7E (12)
Where A~ = (b;;), and the formula (12) is written to

Fi(x) = S35, byl (@ + jh) = f(@)] = W+ bigej(@) i = 1,2, -+, 2k

Let x = a, and we have

2k
wa (a+jh) = fa)] = K> " byje;(a) (13)
j=1

Let x = b, and substitute h with —h, we deduce

2%k 2k
—fORT = bi[f(b— k) = F(O)] = B bije; () (14)
Jj=1 j=1
Adding the formula (13) to the formula (14), we get
2k
W(f'(a) Z bij f (a+ jh) + f (b = )] = [f(a) = ()] D_bis
j=1
2k
RS " biles (b) — e5(a)] (15)

j=1
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1 For i =1,k = 1, we obtain

11
A:( 22)
2%

bi1 = 2,b1a = —é. And by the formula (15), we have

WS (@) = (b))
=~ 217(a) + O]+ 20f(a+ k) + F6— W] = ) [Fa+2h) + (b~ 20)] + o(h?)

By the above formula and formula (7), we get the first numerical integrating
formula without the derivative:

h
I(h) = I(h)= o [=3(f(a)+F(0) +4(f(a+h)+ f(b+h))—(f(a+2h)+b(a+2h))]
(16)
The error is o(h?).
2 For k = 2, we have b1y = 4,bis = —3,b1g = 3,b13 = 3,b1a = —;,b31 =
9,bsy = —12,b3g = 7,bgs = — 3.
Where
1 11 3}| 41|
9 222 29 91
A= 5 3% 4
21 31 41
4 4% 43 44
2 31 4

and when i = 1, we get

hlf (a) — f (b))

- —fg [f(a) + f(B)] +4[f(a+h)+ f(b—h)] = 3[f(a+2Rh) + f(b— 2h)]
+§[f(a +3h) + b(b — 3h)] — i[f(a +4h) + f(b— 4h)] + o(h®)

Let ¢ = 3, by the (15), we obtain

" 1"

RIf (a) = f ()]

=~ 1f(@) + FO)] + 9LFa+ )+ (b= B)]  120fa+2h) + F(b— 20)

+7[f(a+ 3h) +b(b— 3h)] — g[f(a +4h) + f(b—4h)] + o(h®)

By the above formula and formula (8), we get the second numerical integrating
formula without the derivative:

Iy(h)

=1I(h)+ [965(f(a) + f(b)) —1794(f(a+ h) + f(b—h))

11520



A Type of Integrating Formula without Derivative 199

+1272(f(a + 2R) + f(b— 2h)) — 542(f(a + 3h) + b(b — 3h))
+99(f(a + 4h) + f(b— 4h))]

Where the error is o(hS).
3 By the above same method, let k& = 3, and we obtain the third numerical
integrating formula having good accuracy.

I3(h)

= 1) + | gar 0 [183379(F (@) + F(8)) — 416872(f (a+ 1) + f(b— 1))

+472211(f(a+ 2h) + f(b— 2h)) — 395496(f(a + 3h) + b(b — 3h))
+21477(f(a+ 4h) + f(b— 4h)) — 67184(f(a + 5h) + f(b — 5h))
+9185(f(a+ 6h) + f(b— 6h))]

Where the error is o(h®).

4 Numerical experimentation

Example. Calculate the integration ng sin zdx.

Solution: The exact value of the above integration is 1. Let T'(h) denote the
integration approximation by the formula , and the integration interval is divided
by n equal parts . € is the absolute error of the above methods. The result as
follows:

When the equal parts are 8, T'(h) = 3.2148 - 1073,
When the equal parts are 16, T'(h) = 8.0331 - 104,
When the equal parts are 32, T'(h) = 2.0080 - 10~%.
When the equal parts are 8, I( ) =1.6018 - 1073,
When the equal parts are 16, I(h) = 4.0170- 1074
When the equal parts are 32, I(h) = 1.0040 - 10~ 4
When the equal parts are 8, I;(h) = 1.5537 - 1072,
When the equal parts are 16, I1(h) = 1.0781- 10~
When the equal parts are 32, I1(h) = 7.0547 - 10~ 8
When the equal parts are 8, I(h) = 2.1600 - 107,
When the equal parts are 16, I5(h) = 4.5494 - 10~
When the equal parts are 32, I5(h) = 7.9492 - 10~ 11.
When the equal parts are 8, I3(h) = 2.9389 - 1079,
When the equal parts are 16, I3(h) = 2.2646 - 10~ 11
When the equal parts are 32, Is(h) = 1.0824 - 10~

So, the formula introduced in the paper has better accuracy than the Trape-
zoidal Formula, and the formal absolute error is half of the latter. Calculated
by the formulas (16),(17),(18), both the order of convergence and accuracy are
more accurate, so numerical result is more effective.
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Abstract. Since Nonlinear Integrals, such as the Choquet Integral and Sugeno
Integrals, were proposed, how to get the Fuzzy Measure and confirm the unique
solution became the hard problems. Some researchers can obtain the optimal
solution for Fuzzy Measure using soft computing tools. When the Nonlinear In-
tegrals can be transformed to a linear equation with regards to Fuzzy Measure
by Prof. Wang, we can apply the L1-norm regularization method to solve the
linear equation system for one dataset and find a solution with the fewest non-
zero values. The solution with the fewest nonzero can show the degree of con-
tribution of some features or their combinations for decision. The experimental
results show that the L1-norm regularization is helpful to the classifier based on
Nonlinear Integrals. It can not only reduce the complexity of Nonlinear Integral
but also keep the good performance of the model based on Nonlinear Integral.
Meanwhile, we can dig out and understand the affection and meaning of the
Fuzzy Measure better.

Keywords: Nonlinear Integral, L1-Norm Regularization, Classification,
LASSO.

1 Introduction

Nonlinear Integrals is known to have good results on classification and regression
despite of the large computational complexity. Since Fuzzy Measure is introduced
firstly by Sugeno [1], Nonlinear Integrals with respect to Fuzzy Measure had been
proposed many versions by researchers and applied to classification and regression on
real world data [2, 3, 4, 5]. In these methods, the Nonlinear Integrals are used as con-
fidence fusion tools. Given an object X={ x,, x,,...,x, }, for each class G, k=1,2,...m,

a Fuzzy Measure is needed to fuse the n degrees of confidence for statement : ‘X
belongs to class C’ based on the value of each x;, i=1,2,...,n.

In all models [6, 7, 8, 9] with respect to Nonlinear Integrals, it is always a hard
problem to confirm the Fuzzy Measure. The majority of researchers have used some
soft computing tools to get optimal solutions. In this research, we use L1-norm regu-
larization method [10] to obtain a solution of Fuzzy Measure with the fewest nonzero
values. It can not only reduce the complexity of Nonlinear Integral but also keep the
good performance of the model based on Nonlinear Integral. Meanwhile, we can dig
out and understand the affection and meaning of the Fuzzy Measure better. This paper
is organized as follows.
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In section 2, the fundamental concepts with respect to Fuzzy Measures and
Nonlinear Integral are introduced. Section 3 introduces the transformation of Nonlin-
ear Integrals to linear equation. Then the main algorithm of Nonlinear Integrals for
optimal solutions is presented in section 4. In next section describe the experimental
results are showed and the detailed analyses are given. Finally, some conclusions are
summarized.

2 Fundamental Concepts and Classifier Model

We are given a data set consisting of L example records, called training set, where
each record contains the value of a decisive attribute, Y , and the value of predictive
attributes x,x,,...,x, . Positive integer L is the data size. The classifying attribute

indicates the class to which each example belongs, and it is a categorical attribute
with values coming from an unordered finite domain. The set of all possible values of
the classifying attribute is denoted by C =¢,,c,,...,c,,, where each G, k=1, 2,....,m,

refers to a specified class. The feature attributes are numerical, and their values are
described by an n-dimensional vector, ( f(x,).f(x,),....f (x,) ). The range of the vector,

a subset of n-dimensional Euclidean space, is called the feature space. The j” observa-
tion consists of n feature attributes and the classifying attribute can be denoted by
(f; () f(x)seen f5(x,),Y;) , j=1,2,..., L. Before introducing the model, we give out

the fundamental concepts as follows.

2.1 Fuzzy Measure

Let X =x,x,,...,x,, be a nonempty finite set of feature attributes and P(X ) be the
power set of X .

Definition 2.1. A Fuzzy Measure [8], u, is a mapping from P(X ) to [0,«) satisfying
the following conditions:

D) u(p)=0;
2) Ac B= u(A) < u(B),VA,Be P(X).

To further understand the practical meaning of the Fuzzy Measure, let us consider the
elements in a universal set X as a set of predictive attributes to predict a certain objec-
tive. Then, for each individual predictive attribute as well as each possible combina-
tion of the predictive attributes, a distinct value of a Fuzzy Measure is assigned to
describe its influence to the objective. Due to the nonadditivity of the Fuzzy Measure,
the influences of the predictive attributes to the objective are dependent such that the
global contribution of them to the objective is not just the simple sum of their individ-
ual contributions.
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Set function xis nonadditive in general. If x(X) =1, then x is said to be regular.

The monotonicity and non-negativity of Fuzzy Measure are too restrictive for real
applications. Thus, the signed Fuzzy Measure, which is a generalization of Fuzzy
Measure, has been defined [15, 16] and applied.

Definition 2.2. A set function u : P (X) — (—e,+0) is called a signed (non-monotonic)
Fuzzy Measure provided that (&) =0.

A signed Fuzzy Measure allows its value to be negative and frees monotonicity con-
straint. Thus, it is more flexible to describe the individual and joint contribution rates
from the predictive attributes in a universal set towards some target.

2.2 Nonlinear Integrals

Definition 2.3. Let x be a non-monotonic Fuzzy Measure on P(X) and f be a real-
valued function on X . The Nonlinear Integral of f with respect to x is obtained by

[ fdu=[°_[p(F,)— p(X)ldo+ [ u(F, )do (1)
where F, = {x|f(x) > a}, for any a € (—oo,0), is called the o —cutof f .

To calculate the value of the Nonlinear Integral of a given real-valued function f,
usually the values of f, i.e., f(x)),f(x,), -+, f(x,), should be sorted in a nondecreas-
ing order so that f(x)< f(x,)<...< f(x,"), where (x,’,x,’,...x,") is a certain permuta-
tion of (x,x,,...x,) . So the value of Nonlinear Integral can be obtained by

[l =51F () = f (& g, ), Where f(xy) =0 )
i=1

The Nonlinear Integral is based on linear operators to deal with nonlinear space.

3 Transformation of Nonlinear Integral

To be convenient, Wang [11] proposed a new scheme to calculate the value of a
Nonlinear Integral with real-valued integrand by the inner product of two (2" —1)-
dimension vectors as

2" -1

[fdu= Y zu, (3)
j=1
where
min 1 f(x)—  max  f(x), if itis bigger than zeroor jis 2" —1;
i:frc e~ irfre =i —
Z; = i:fi (2i )élzyl) f (2,. )6[0,2)
0, otherwise. 4

for J=12-:2"—1
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with a convention that the maximum on the empty set is zero. Here, frc(%) denotes

the fractional part of#. In the above formula, if we express j in the binary

form j,Jj,;*Ji , then {i

frc(2l,-)e [é,])} = {i|j,. =1} and {i

fre( 2L) c [0,%)} =1, =0}.

A significant advantage of this new calculation scheme is that it can easily discover
the coefficients matrix of a system of linear equations with the unknown variables u
when the Choquet integral is applied in further applications, such as regression and
classification [7, 11, 12]. In those practical applications, values of the signed Fuzzy
Measure are usually considered as unknown parameters which are to be estimated
using the training data sets. The adoption of this new scheme make it convenient for
using an algebraic method, such as the least square method, to estimate the value of
u , and furthermore, to reduce complexity of computation.

After having this transformation, we can obtain the Fuzzy Measure for a known
dataset by using L1-norm Regularization.

4 Solutions of the Fuzzy Measure

For determining the Fuzzy Measure, researchers have proposed many methods. In our
past work, we used GA to learn the value of Fuzzy Measure for each concrete dataset.
In this paper, we propose a new method based on L1-norm regularization.

In many regression problem, the most popular function used is the Least Squares
estimate, alternately referred to as minimizer of the residual sum of squared errors

n P

(RSS)[10]: RSS =3 (y; — o, — Zx,-ja),-)2 . Regularization addresses the numerical insta-
i=1 j=1

bility of the matrix inversion and subsequently produces lower variance models. It is

easy to see that the following penalized RSS function with respect to w and w, :

n 1 1 . o .
Zl( Vi —wy— le,-ja)i)2 +/Izla);‘f . This is referred to as L2 regularization. In order to sim-
i= Jj= J=

plify the notation used, we reduce it to the following problem (in matrix notation):
[[Xeo— y||§ +/1||a)||z . While L2 regularization is an effective means of achieving numeri-

cal stability and increasing predictive performance, it can not address another impor-
tant problem with Least Squares estimates, parsimony of the model and interpretabil-
ity of the coefficient values. It does not encourage sparsity in some cases [13]. So a
trend has been to replace L2-norm with an L1-norm recently. This L1 regularization
has many of the beneficial properties of L2 regularization, but obtains sparse solutions
that are more easily interpreted [10]. This property is what our algorithm wants. In
Nonlinear Integrals, determining the Fuzzy Measure is the key procedure in the whole
model. Fuzzy Measure represents the importance of features and the interaction de-
gree of features combined.

We hope get a solution of Fuzzy Measure with the fewest nonzero values to find
the most important features and feature combinations. Using L1-norm regularization,
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we can minimize the following formula to reduce the size of nonzero in Fuzzy Meas-

n_ 2
2"-1

ure: || ¥z u; -y +4u, - We can control the condensation compress degree for Fuzzy
= )

Measure by adjusting the parameter A . Author of [14] proposed the Least Absolute
Selection and Shrinkage Operator (LASSO) model based on Gauss-Seidel method.
The obvious advantages of the Gauss-Seidel approach are its simplicity and its low
iteration cost. We applied this kind of LASSO to solve the above L1-Norm problem.

Finally, the optimal Fuzzy Measure can be obtained.

5 Experiments and Analysis

We applied our model for classification to several datasets selected from UCI reposi-
tory [17] which contains several biomedical data. They are 2-class datasets. The de-
tailed information is shown in Table 1. Two of these datasets, Wisconsin Prognostic
Breast Cancer and Echocardiogram, have noisy data labeled as ?. We process the
noise to be substituted by the most common value or mean value.

Table 1. Description of Data sets

Datasets Abbr. Examples Attributes Classes Reducts
Monk1 Monkl1 556 6 2 {1,2,4}
Monk2 Monk2 601 6 2 {1,2,3,4,5,6}
Monk3 Monk3 554 6 2 {1,2,3,4,5,6}
Heart Hear 270 13 2 {1,8, 13}
Pima Pima 768 7 2 {2,6,8}
Wisconsin Diagnostic Breast Wdbc 569 30 2 (23, 24)
Cancer
Wisconsin(lzrognostic Breast Wpbc 699 9 2 (3.5.6,7)
ancer
Echocardiogram Echo 132 13 2 {1,3,9}
Australian Credit Approval  Aust 690 15 2 {2,4,5}

Table 2. The results of the data sets without reduct

Datasets ~ Accuracy A
0 1 5 10 20 50 100
Monkl1 Train 0953 0954 0953 0935 0880 (765 0.516
Test 0.946 0949 0951 0913 0858 (750 0.501
Monk2 Train 0.992  0.993 0.993 0988 0910 0.684  0.657
Test 0991 0992 0.993 0973 0904 0.672  0.657
Monk3 Train 0.897 0.891 0.870 0.871 0.854 0.773  0.700
Test 0.855 0.854 0.859 0.858 0.844 0.773  0.700
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We can see that the number of attributes of some datasets is rather large for
Nonlinear Integrals to deal with. It will take very long time to learn the Fuzzy Meas-
ure. So the feature selection is a necessary step. Based on previous research, we adopt
reduct in Rough Sets to process the data before classification. As we all known, there
may be many reducts in Rough Sets for one database. We just pick out the one which
have more overlap with that selected by Information gain Ranking method. The fea-
ture subsets selected are shown in Table 1. We can see the size of feature subsets from
Rough Sets is greatly smaller than original one. This can greatly advance the effi-
ciency of Nonlinear Integrals because the time of learning the signed Fuzzy Measure
is reduced greatly.

We tested two sets experiments for original data and processed data with reduct
separately. The results of the former one are shown in Table 2. We can see that the
accuracy is decreasing as the value of A is increasing. A is the parameter for control-
ling the degree of compression for Fuzzy Measure. We set the value of A as 0, 1, 5,
10, 20, 50 and 100 respectively. The larger the value of A is, the fewer the number of
zero in solution is. The compressing the Fuzzy Measure simplify the computation of
Nonlinear Integrals at the cost of performance. We can select an appropriate value for
A to balance the complexity and the performance.

The Table 3 list the results of some data sets with reduct. These data have been
processed once by feature selection. The features have been compressed to a small
set. We can see that the accuracy of each data set have no too much fluctuation with
different values of A . It means that the compressing by controlling A have the same
affection as feature selection.

Table 3. The results of the data sets with reduct

2
Datasets  Accuracy 0 ] 5 10 20 50 100
Monkl _ Train 0953 0953 0953 0953 0953 0953 0953
Test 0953 0953 0953 0953 0953 0953  0.953
Monky  Train 0992 0993 0993 0988 0910 0.685 0.685
Test 0991 0993 0993 0975 0906 0.673 0.673
Moy Train 0.897 0890 0870 0871 0854 0773 0773
Test 0858 0858 0862 0862 0842 0773 0773
Pima Train 0.647 0649 0.649 0.649 0.648 0.647 0.647
Test 0.641 0645 0644 0645 0642 0640 0.640
Wabe  Train 0851 0851 0851 0851 0851 0851 0851
Test 0851 0851 0851 0851 0851 0851 0851
wpbe  Train 0.807 0806 0.805 0802 0796 0796  0.795
Test 0.801 0800 0799 0798 0795 0794 0.794
Eeto Train 0.888 0888 0887 0.886 0887 0.848  0.849
Test 0.882 0883 0882 0883 0879 0821 0821
e Train 0771 0771 0771 0770 0768 0767 0.769
Test 0767 0766 0765 0765 0.764 0761  0.767
Aust Train 0.844 0843 0843 0842 0844 0815 0.800

Test 0.839 0.839 0.839 0.837 0.834 0.807 0.797
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As for describing the interaction of features, we can observe the solution by L1-
Norm regularization method to acknowledge the trend and the regulation of Fuzzy
Measure. We take the Monk2 as an example to introduce briefly relation of Fuzzy
Measure and the control parameter A . we can see that the number of nonzeros is
decreasing as the value of A increases. The order of each Fuzzy measure according to
the value is not changed for each A as long as it is not zero. When we select a value
of A to keep the balance of complexity and performance, those combinations of fea-
tures with nonzero value are the relative important for contributing to decision. For
this example, when A =5 and A =10, the accuracies are highest on Training set and
Testing set respectively. Apparently the latter is simpler than the former which shift
some subsets with small values to be ignored. In the table, negative value means the
effect of the subset to contribution is just negative, which will not affect the decision.

6 Conclusions

Due to the great number of Fuzzy Measures to be determined, the computational
complexity of Nonlinear Integrals is very large. To finding the values of each Fuzzy
Measure is a hard work for those huge data sets. In this paper, we use the L1-norm
method to solve the problem of complexity. L1-norm method can obtain the solution
with the relative fewest nonzero values. We can get the Fuzzy Measure with small
size by compressing the solution using L1-norm regularization, which can reduce the
complexity greatly without losing performance. Experimental results show that we
can select one value of parameter A to keep a balance between complexity and per-
formance. The detailed values of Fuzzy Measure can be confirmed to describe the
interaction of features with respect to contribution for decision by using L1-norm
regularization.

In the future work, we can learn the value of parameter A to control the L1-
norm’s operation using a cross-validate method.
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Abstract. We investigate the correlation between temporal complexity of EEG
signal and the underlining neural activities. Fractal geometry has been proved use-
ful in quantifying complexities of dynamical signals. Temporal fractal dimension
of EEG signals provides a new neurophysiological measure. In order to better un-
derstand what the complexity measure reveals about the underling brain process, a
further exploration on the neuronal generators of fractal geometry characteristics
of EEG is conducted in this study. Our investigation suggests that the temporal
fractal measure of EEG signals can be related to the activity diversity of neuronal
population activities. The complexity measure also gives an indication on the
change in synchronization state under certain mental conditions. These assump-
tions are supported by experimental evidence from the visual cortex and sensori-
motor cortex. This work helps give an interpretation of the obtained results of the
temporal complexity analysis on EEG signals and may be useful in further inves-
tigating the covert steps of brain information processing.

Keywords: Electroencephalography(EEG), Event-related potentials(ERPs),
Temporal complexity, Fractal analysis, Event-related desynchronization (ERD).

1 Introduction

Electroencephalography (EEG) is the electrical signal recorded from the surface of
the scalp, produced as a result of the synthesis of electric fields emitted by individual
neurons in the neuronal mass activity. When appropriately processed, they have the
potential to facilitate the understanding of brain mechanisms and neurocognitive
processes [1]. For EEG signal processing, various data analysis techniques have been
proposed, such as time-frequency analysis, event-related potentials (ERPs), event-
related desynchronization/synchronization (ERD/ERS), and so on. At the same time,
the investigation on the nonlinear aspect of brain activities has also occupied numer-
ous researchers in the neuroscience field.
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As an effective tool for the characterization of nonlinear signals, deterministic
chaos plays an important role. A straightforward method to distinguish different men-
tal states from recorded EEG signals through a dynamic perspective is to estimate
nonlinear parameters of the dynamic system, like correlation dimension of the attrac-
tor, Lyapunov exponent, etc. These attractor-based methods mainly work based on the
phase space reconstruction procedure according to Taken’s theorem [2]. These meas-
ures have been shown to be useful for differentiating dynamic properties of neuronal
networks [3-5]. Babloyants and his co-researchers analyzed the EEG data of the hu-
man brain during the sleep cycle and suggested the existence of chaotic attractors for
sleep stages two and four [6]. Significant differences have been reported in these
nonlinear measures between different mental states [7, 8, 9].

However, there have also been heated debates about the preconditions of these at-
tractor-based methods for EEG analysis [10]. There were experts who argued that
so