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Preface

This volume contains papers selected from the 14th FIRA RoboWorld Congress,
held in Kaohsiung, Taiwan, ROC, during August 26–30, 2011.

The Federation of International Robosoccer Association (FIRA - www.fira.net)
is a non-profit organization, which organizes robotic competitions and meetings
around the globe annually. The Robot Soccer competitions started in 1996 and
FIRA was established on June 5, 1997. In FIRA 2002, held in Seoul, Korea, the
HuroCup competition was added, which focuses on developing full-capability
humanoid robots similar to humans. The Robotics competitions are aimed at
promoting the spirit of science and technology to the younger generation. The
congress is a forum in which to share ideas and the future directions of technolo-
gies, and to enlarge the human networks in the robotics area.

The objectives of the FIRA Cup and Congress are to explore technical devel-
opments and achievements in the field of robotics, and to provide participants
with a robot festival including technical presentations, robot soccer competitions,
and exhibitions.

The main theme of the 16th FIRA RoboWorld Cup was “Enjoy Robot and
Enjoy Life.” Under this slogan, three international conferences were held for
greater impact and scientific exchange:

• 8th International Conference on Computational Intelligence, Robotics and
Autonomous Systems (CIRAS)

• Third International Conference on Advanced Humanoid Robotics Research
(ICAHRR)

• Third International Conference on Education and Entertainment Robotics
(ICEER)

This volume consists of selected quality papers from the three conferences.
The volume is intended to provide readers with the recent technical progress
in robotics, human-robot interactions, cooperative robotics and related fields.
The volume has 34 papers from the 110 contributed papers at the 14th FIRA
RoboWorld Congress.

The editors hope that this volume is informative to the readers. We thank
Springer for undertaking the publication of this volume.

Tzuu-Hseng S. Li
Kuo-Yang Tu
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A Motion Tutoring System by Using

Virtual-Robot and Sensors

Tae-Jin Kim, Kyoung-Tae Lee, and Nam-Hyeok Kim

Department of Electrical Engineering and Computer Science,
KAIST, 355 Gwahak-ro, Yuseong-gu, Daejeon, Republic of Korea

{kimtj5521,kyu461,walwal4q}@kaist.ac.kr

Abstract. This paper describes how the user can determine the exact-
ness of his motion by using proposed tutoring system based on virtual
robot without any other’s help. Sensors in the user’s cloth measure the
positions of the joints. The main PC gathers these data and shows the
user’s motion by using virtual robot. Tutoring system in PC compares
between the database of exemplary motion and the user’s motion and
gives feedback to the user.

Keywords: Motion Capture, 3D Avatar Rendering, Tutoring by Virtual
Robot.

1 Introduction

In the generation that smart phones containing the ability of computer are gen-
eralized, people’s interest in smart environment has increased every day. Many
devices tend to be miniaturized and lightened. The concept ’Wearable Computer’
is no more strange today. Although they are not commercialized yet, lots of wear-
able computers such as OLED glasses which shows valuable data at the user’s
retina or a cloth which can control MP3 player and cell phone wirelessly by using
Bluetooth are developed. Many researchers are trying to develop many efficient
and comfortable wearable computers these days [1]–[5]. Following this tendency,
this paper proposes a motion tutoring system by using virtual robot and sensors.
This system is composed of motion capturing by using gyroscope and accelerome-
ter, displaying the user’s performance through avatar, comparison between virtual
robot and the database containing the exemplary motion, and feedback process
which shows the exactness of the user’s motion in percentage scale.

Many researches related to motion capturing have been conducted. Especially,
motion capturing using camera is the most widely used. This technology was used
in the movie ’Avatar’. However, this technique is often vulnerable to ambiguities
in the video data (e.g., occlusions, cloth deformation, and illumination changes),
degeneracy in camera motion, and a lack of discernible features on a human
body [6]. Also, the technique is not real time because a scene has to be taken
once, translated into three dimensional, and it has to be taken again to proceed
to the next scene. Furthermore, since some parts not caught by camera would
be modeling as approximated value, it is not exact way to capture the user’s

T.-H.S. Li et al. (Eds.): FIRA 2011, CCIS 212, pp. 1–7, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 T.-J. Kim, K.-T. Lee, and N.-H. Kim

motion. These drawbacks can be solved when gyroscope and accelerometer are
used simultaneously. Since the user moves sensors on his joints directly, the
avatar moves exactly and in real time. An experiment was conducted in order
to demonstrate walking motion of the user.

The rest of this paper is organized as follow. In Section 2, the details of the
tutoring system are presented. Section 3 describes the implementation of over-
all system. The experimental results are discussed in Section 4 and concluding
remarks follow in Section 5.

2 Tutoring System

The basic concept of tutoring system is comparison of motion difference between
virtual robot which moves as in database and avatar which makes same motion
measured from the user. Both data types of databases and measured motions
are transferred angle-based data. The avatar and the virtual robot are rotated
by the angle-based data. Comparison process between avatar and the virtual
robot is using special judgment system. The user can get feedbacks by watching
the real time score which displays the exactness of the user’s motion. And this
process is repeated in order to tutor next motion of the user.

Fig. 1. Tutoring system architecture

2.1 Structure of Virtual Robot

The tutoring system is accomplished by the comparison between the user’s avatar
and virtual robot. For the efficiency of comparison, avatar and virtual robot are
designed as same structure. Fig. 2 represents the basic structure of virtual robot.



A Motion Tutoring System by Using Virtual-Robot and Sensors 3

Fig. 2. Virtual robot structure

Virtual robot has eight unit vectors whose magnitude is one. Two unit vectors
form one set. So the virtual robot has four sets of vectors. Each set represents
left arm, right arm, left leg, and right leg. It splits into two vectors by an elbow
and knee.

In Fig. 2, the axis in the right side of robot is different from the left side.
The reason is that these axes are considered in real module sensors. The system
assumes that the initial posture of the user is same as Fig 2. Because of this
reason, the initial values of all unit vectors are (x, y, z) = (0, 1, 0).

2.2 Judgment System

Judgment system is accomplished in each four sets of vectors. The basic criterion
of judgment is to measure the distance between each joint (elbow, wrist, knee,
and ankle). In Fig. 3, vector v1 represents the part of upper arm (from shoulder
to elbow) and vector v2 represents the part of lower arm (from elbow to wrist).
The vectors which has prime (’) represents the vectors of virtual robot. Then the
judgment of internal joint (elbow and knee) can be represented as comparison
vector d1 which is defined as

d1 = v
′
1 − v1. (1)

Also, the judgment of external joint (wrist and ankle) is achieved by comparison
vector d2 which is defined as

d2 = (v
′
2 + v

′
1) − (v2 + v1). (2)

The judgment function has three significant characteristics. The first one is
that the judgment range is limited up to 90 degrees. The second characteristic
is that the judgment result is graduated linearly by the distance. The last one
is that the range of the result is 0 to 100. It means that if the angle difference
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Fig. 3. Judgment method

between two unit vectors is 90 degrees, the result becomes 0. Similarly, if there
is no difference, the result becomes 100.

When the angle difference is 90 degrees, the distance between those two be-
comes

√
2. In that sense, the linear judgment function which has a comparison

vector d as a variable and satisfies all the characteristics is derived as

f(d) = max

{(√
2 − |d|)√

2
, 0

}
× 100%. (3)

Through this judgment function, the result of judgment is calculated and showed
to the user in real-time.

3 Implementation

3.1 Expression of Data

Processing the received values from modules, it finally becomes to the rotated
angles in three orthogonal axes in every 40 milliseconds. This processed infor-
mation is formed as Euclidean coordinates (pitch, roll, and yaw). The tutoring
system uses this data structure. Since there are twelve modules in the suit, the
total number of the data in floating number becomes thirty six. These thirty six
floating numbers are formed as one data set for 40 milliseconds.

3.2 Implementation of Rotation

The implementation of rotation is achieved by Euclidean coordinates data sets.
With these data sets, the unit vectors of the avatar and virtual robot are rotated.
For making data sets into rotating vector, ’Quaternion’ concept is used. The
reason that the system uses quaternion is to eliminate the ambiguities in rotation.
With the pitch, roll, and yaw data, system makes the quaternion which has same
meaning. After that, the system extracts a rotation vector from the quaternion.
By multiplying the rotating vectors which are resulted from these procedures by
the vectors of the avatar and the robot, the rotation can be implemented.
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3.3 Sensors

Gyroscope and acceleration sensor are put on joints in order to capture the
user’s motion. Gyroscope measures the angular velocity and acceleration sensor
measures the amount of acceleration. So, the amount of angle rotated can be
measured by integrating angular velocity data from gyroscope. Also, a slope
can be measured by using acceleration data. With these data, position data is
measured to make an avatar of the user.

3.4 Filter

Even though the position data can be measured by just using gyroscope or ac-
celeration sensor alone, there are also disadvantages. Gyroscope is weak at some
disturbances such as temperature variation. Also, we can’t measure the slope
of joints correctly by using acceleration sensor alone when the user moves fast
because acceleration of joints is added. In order to remedy these disadvantages,
simple filter can be used. Disturbances of gyroscope can be lessened by passing
through a high pass filter because they vary slowly. Also, pure slope data can
be obtained by passing the acceleration data through a low pass filter. After
combining these filtered data, more accurate position information is measured.

3.5 Overall System Flow

There are 12 modules on the user’s body. Each module is placed at wrist, elbow,
shoulder, ankle, knee, and waist of the user. Three modules form one module
set so there are four module sets. Each module samples the angle data of joints.
Root module gathers these data by using UART module and transmits them to
PC wirelessly. Sampling frequency is 25Hz. Zigbee module is used in order to
communicate stably.

Fig. 4. Overall system flow
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3.6 Miscellaneous Things

Each module has 12 LEDs in order to maximize visual effect of dancing. Series
connected two 1.5V AA rechargeable batteries provide power to each module
set. Since every chip is driven by 3.3V, we used MAX1676 regulator.

4 Experiments

To demonstrate the proposed system, a user performed a walking motion with
sensor suit and checked avatar through the virtual robot tutoring system. In
the software development environment, Windows Form (CLI) was used in order
to make Graphic User Interface (GUI). CLI is provided by .Net Framework 4.0
which is one of Windows Application Interface (WinAPI) development systems.
To draw an avatar, OpenGL was used. Development tool was Visual C++ 10.0.
Data from sensor module were transmitted to main program through Serial Port.
Main program gathered these data every 40ms, processed them, and rotated the
joints of the avatar. Simultaneously, it got the data of exemplary motion from
database and rotated the joints of virtual robot. Finally, it compared them and
gave feedback to user.

In the experiment, the user raised right arm and left knee as he is walking.
The tutoring system compared avatar with virtual robot which had database
of walking motion. In the first step, eight units’ score were 100 percent. After
several seconds, virtual robot raised left arm and right knee. Simultaneously,
virtual robot put right arm and left knee down. However, the user took the first
motion continuously. As shown in the Fig. 5, score dropped because the motion
of avatar did not correspond with virtual robot data. Also after several seconds,
virtual robot reversed the motion and avatar corresponded with virtual robot
data. Eight units’ score returned 100 percent in real time.

Fig. 5. Snap shot of experiment result



A Motion Tutoring System by Using Virtual-Robot and Sensors 7

5 Conclusion

A motion tutoring system by using virtual-robot and sensors was proposed in
this paper. With this system, the user could check his exactness of motion alone.
When the user wore proposed suit which contained gyroscopes and accelerom-
eters and moved, they PC checked the exactness of the user’s motion and gave
feedback. When the experiment which checked the walking motion of the user
was conducted, proposed motion tutoring system worked successfully. So, the
user could improve his imperfections of motion by using it. Now, the sensor suit
could detect the rotation of arm and leg, not that of wrist. However, if several
modules are added and elaborate motion capturing technique is developed, it
could be used at rehabilitation or some kinds of sports which require accurate
motion.
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Abstract. In order to achieve flexibility and reusability in mobile robot 
development, we present a component-based robotic framework with its 
adaptive component model, MiniROS. It provides data, signal and service port 
as inter-component interfaces so that developers can design complex robot 
behaviors with data-based, control-based or service-based paradigm. In 
addition, a strategy is introduced to allow member components of a robot to 
automatically adjust the structure and parameters by themselves according to 
the environment and tasks. Finally we show an example application using our 
component-based model. 

Keywords: robotic framework, adaptive component model, autonomous mobile 
robots. 

1   Introduction 

Nowadays robot applications are facing difficulties from incompatible enviroment 
and complex tasks, which brings about increasing complexity to robot softwares. 
Therefore, a standard software framework is required to facilitate the robot software 
development. Middleware technology is a reasonable solution. There are a few 
advantages of middleware, such as shortening of the development cycle and 
improving the software quility. For this reason, robot middleware technology is 
becomming a research hotspot for autonomous mobile robots. 
                                                           
* This research is supported by the Fundamental Research Funds for the Central Universities 

(No. 2009ZM0297) , National Natural Science Foundation(61005061) and Science and 
Technology Planning Project of Guangdong Province, China (2010B010600016). 
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Several robot middleware platforms have been proposed in recent years, for example 
Player/Stage[1], Miro[2][3], Orca[4], OROCOS[5], OpenRTM-aist[6], ROS[7] and so 
on. Mohamed and Al-Jaroodi summerized some typical platforms[8]. Most of them are 
designed as a component-based system, defined their own component model, and 
provided facilities of resource management and communication. Thanks to these 
software engineering approachs,  reusablity, flexiblity and scalability of robot software 
have been significantly improved. 

In pratice, robot behavior is designed for specific environment and tasks. As a 
result, robot software need to adaptively change its software architecture and adjust its 
parameters. At present, these adaptive strategies is usually hard-coded to robot 
software by its developers. There has been lack of support on the level of robot 
software platform. 

With this paper, we present a new adaptive component model in MiniROS 
framework for autonomous mobile robots software. The rest of the paper is organized 
in four sections. Section 2 is on previous work done in the robotic community. In the 
third section, we present the architecture of MiniROS. The adaptive component model 
are presented in the fourth section. In section 5, we illustrate how to build robot 
applications with MiniROS as an example. 

2   Related Work 

In recent years, software technology has led to the improvement of robotic 
technology. However, more and more complex and advanced task requirement results 
in sophisticated robot software development. In robotic community, researchers 
presented several robot software frameworks in order to fulfill the requirement, which 
will be introduced as follows: 

The main goal of the OROCOS[5] project is to develop a general purpose modular 
framework for robot and machine control. OROCOS uses a C++ class TaskContext to 
define its component, in which five types of interfaces can be defined: Event, 
Attribute Properties, Commands, Methods and Data-Flow Ports.  Inside the 
component, state machine is the main execution model. However, the communication 
pattern in OROCOS is too complicated, also, the connections between components 
must be set up by hand-written code.  

OpenRTM-aist[6] is open source implementation of the RT-Middleware 
specification and is developed by AIST, Japan. Component within OpenRTM can 
interact either through a client/service pattern for service ports, or publish/subscribe 
pattern for data ports, and it also provide configuration interface to modify the 
parameters of core logic from outside the component. The component execution 
model is also based on state machine. 

The Robot Operating System (ROS)[7] ROS was designed to meet a specific set 
of challenges encountered when developing large-scale service robots at Stanford 
University and the Personal Robots Program at Willow Garage. ROS provides a 
structured communications layer above the host operating systems of a heterogenous 
compute cluster. In ROS all the infomation exchange among nodes is performed 
through messages. Nodes can join and leave the system dynamically. ROS is a 
suitable tool to integrate other existing robot softwares and libraries, nevertheless, it is 
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not a real component-oriented software, since it does not define any specific 
computation unit model inside so far. 

We have present a component-based software architecture for multi-mobile robots, 
CSAMR[9] before. In the model of CSAMR, different components of sensor, 
actuator, decision and etc, are integrated into an agent for a special function robot. 
Several agents complete a task by collaboration. Components and Composite 
components are self-described in XML file. Composite component is the container 
and manager of components. However, the interfaces of CSAMR are defined as 
service, which is not sufficient for express complex robot behaviors, and also, it does 
not provide adaptive mechanism in its component model. 

3   MiniROS Architecture 

In order to support the development of complex and variable robot software, our 
framework must fulfill the following requirment: 

* Seperation of algorithm interface and implementation; 
* Composite component support; 
* Multi-robot system: component can join or leave system dynamically, and error-

detecting and error-recovering ability are required ; 
* Flexible architecture design: easy to organize components with hierarchical, 

reactive or hybrid deliberative/reactive paradigm in robotics ; 
* Adaptive evolution capability: robot should change the structure or parameters of 

itself according to the enviroment and task. 

The majority of the frameworks mentioned in the previous section, meet some of the 
design objectives. However, none of them fulfills the full list of the design goals, 
expecially in multi-robot system and adaptive evolution support. 

MiniROS is a component-based robot framework, which aims to privode support 
for reusable robot software, with an adaptive component model. The architecture of 
MiniROS is shown in Fig. 1.  

 

Fig. 1. MiniROS Architecture 

A component in MiniROS architecture is called a Unit, which is the basic reusable 
element. Unit can be a composition of other units, which allows developers to design 
system with hierachical abstraction. Node is the rumtime environment and life cycle 
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manager of Units. It corresponds to a process of operating system. The structure of 
Node is shown in Fig. 1, in which scheduler is responsible for running units, 
LocalMaster helps Units to interact with each other, while Proxy makes possible for 
units to communicate through the network. As the manager of Nodes, Master assists 
in the discoveries and connections among Nodes, starts or stops the specific node in 
robot application system, and monitors the health of each Node. Daemon is the 
program running in the background of computer. It monitors and reports the status of 
Nodes, and helps the Master to manage the life cycle of Nodes. 

4   Component Model 

4.1   Component Interface 

Component interface is the channel to exchange data with outside the component. 
Three types of interface are introduced to MiniROS (see the Fig. 2): Data 
ports includes Input and Output ; Signal ports have two types, SignalIn for receiving 
the notification and SignalOut for publishing event; Service ports are for service-
based, in which, Caller is used to call external service, while Callee is the port 
providing service to external components. 

Those three types of interface cover most of the communication patterns, such as 
Event, Command, Method and Data flow. 

4.2   Atomic Unit 

Atomic Unit is basic functional component which is compiled from source code by 
developers. An atomic unit has three parts: interfaces, properties, and atomic 
behavior. Interfaces are made up of the three types component interface mentioned 
above. Properties are the configuration of atomic units, Atomic behavior is the 
fundamental element for function implementation and scheduling. Three types of 
atomic behaviors are defined in MiniROS: Normal Behavior, Service Behavior and 
View Behavior: 

A

D

C

E
 

Fig. 2. The Atomic Unit Model. A, E are normal behaviors, D is service behavior, and C is 
view behavior. b->A->c->C is the data flow, a->A->c->E is the control flow, D->d->A is the 
service flow. 
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* Normal Behavior: the semantics in a normal behavior is that, when receiving the 
signals of all SignalIn ports, read the data from Input ports, process them with the 
help of external services through Caller ports, finally output the result to Output 
ports, and send signals through its SignalOut ports. (see A in Fig. 2) 

* Service Behavior: provides a service to outside the component. It must bind to a 
Callee port. (see D in Fig. 2) 

* View Behavior: A window is contained in it to deal with user interaction. It 
automatically translates the data from Input ports to messages and send  them to 
window,  then the window process and visualize the message; The user operations 
can be translated back to MiniROS data and send out through Output ports 
automatically. 

It should be mentioned that SignalIn ports can be connected with Output ports, 
hence the data from Output ports can be seen as a signal to other components. 

With these three types of behaviors, developers are able to implement applications 
with data-flow based, control-flow based and service based design paradigm. 

4.3   Composite Unit 

A Composite Unit consists of interfaces, properties, composite behaviors and strategy. 
The interfaces and properties are referenced to its internal units. Composite Behavior 
is a set of atomic units and composite units, which represents a function of a 
composite unit. 

In MiniROS, Strategy is a powerful mean for robot software adaptive evolution. 
Strategy is comprised of several rules with the form of “condition-action”. The 
grammar of strategy is shown following: 

The EBNF grammar of strategy 

Strategies = {StrategyRule} 

StrategyRule = 
“When” , ConditionPredicate , 
“Do” , “{” , 
    Action, {“,” , Action} ,  
“}” 

The condition predicates in MiniROS strategy mechanism includes: 
* Predicates about the behavior of atomic units, such as computation time limit, 

behavior finish, behavior error and so on; 
* Interface predicates, for example predicates about the data in Input ports, or 

predicate whether the SignalIn port is triggered; 
* Predicates describing the unit state, for example unit activated, unit stopped. 

The actions supported by MiniROS are list following: 

* Controlling life cycle of units, including load, activate, deactivate, unload; 
* Management of composite behavior, including load, activate, deactivate, unload, 

add unit and delete unit; 
* Properties change of internal units; 
* Connection or disconnection of internal units; 
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Thanks to the MiniROS strategy mechanism, composite unit can adjust its internal 
behavior and unit structure, or change the configuration parameters, depending on the 
change of environment and task. 

Since composite unit is essentially a configuration of existing units, it doesn’t have 
any binary code. Therefore, changing of composite unit is quite simple, and this bring 
great flexibility to MiniROS. 

5   Application of MiniROS 

Machine vision is a common problem in robotics. It aims to extract the information 
and features of objects that robots are interested in, through the method of image 
processing and analysis. 

In general, vision system has three key components: image capturing, image 
processing and visualization. It is expected that these three components are organized 
in a flexible way, which means that the architecture of vision system can be changed 
conveniently. Another requirement is that vision system can choose the process 
algorithm itself, dynamically and automatically, based on the environment (for 
example the device speed). The MiniROS framwork facilitates the building of such a 
system. Fig. 3 is an example of our vision system, built with MiniROS, which is 
running on the soccer robot. 

       

Fig. 3. Soccer robot and vision image. Camera is equipped on the top, and the vision system 
runs in the computer installed in the body of robot. The vision system analyzes the image, and 
find out the obstacles around the robot to avoid collision with other objects. 

5.1   Building the Atomic Units 

Image capturing and image processing are done by Camera unit and Vision Processor 
unit (shown in Fig.4), respectively. Camera unit is the abstraction of hardware, that 
calls the specific camera driver to capture the image and output to the port ‘pic’. 
Vision Processor is a unit that do the realtime processing with the image, then output 
the object infomation that it recognize. In order to get the camera infomation before 
capturing, Vision Processor requires an initialization behavior, called ‘init’. 
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GetCamera
InfoService

capture

 
 

init

process

 

Fig. 4. Camera unit and Vision Processor unit  

The visualization of the vision system is handled by units with view behavior. 
Image Viewer is to show the image from the camera, while Object Viewer displays 
the object information. 
  After design of the atomic units, MiniROS will generate the code framework. 
Developers need to implement the specific functions, and compile the atomic unit. 
The code generated from the Vision Processor is list following. 

Code Generation of VisionProcessor. It is translated to a sub class of UserAtomUnit, and it is 
required to implement four call-back functions : onLoad, onUnload, onActivate, and 
onDeactivate, which are called in relevant phase. The declaration code of interface and property 
is generated in onLoad function. The other two function, init and process, implement the 
behaviors of unit, and the correspond ports is translated to the function parameters. 

class VisionProcessor:public UserAtomUnit { 
public:  
    Property<int> name;  
    VisionProcessor (); 
    ~VisionProcessor (); 
    void onLoad(); 
    void onUnload(); 
    void onActivate(); 
    void onDeactivate(); 
    void init(Caller& GetCameraInfo);  // init behavior 
    void process(const Image* image,  
                          Image* classified_image,  
                          Objects* objects;  
                   ) ;  //vision process behavior 
}; 
 
void onLoad() { 
    Publish<Objects>(‘objects’) ;  
    Subscribe<Void,CameraInfo>(‘GetCameraInfo’) ;  
    DeclarePropety(name, ‘name’) ;  
    //user inintialization code 
} 
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5.2   Construction of Composite Unit 

In Vision Composite Unit, we use Vision Behavior to wrap the main functions of 
vision system, including camera and vision processor, as shown in the left side of Fig. 
5. The left-top corner of vision behavior is its initailization port, which signals when 
the behavior initializes, and then cause the execution of ‘init’ behavior in vision 
processor. 

camera

vision_
processor

image_
viewer

object_
viewer

camera

vision_
processor

image_
viewer

object_
viewer

 

Fig. 5. the Vision Composite Unit. In the left figure, the timer triggers the camera unit to 
capture the image in this composite unit periodically, while in the right figure is a loop 
architecture. Image data is transffered to vision processor, and finally vision processor do the 
calculation and output the object information it recognize. The ‘objects’ port of composite unit 
is referenced to the port of vision processor, so as to privide the object information outside the 
vision composite unit.  

Flexibile architecture capability is one of the key characteristics of MiniROS. For 
the vision system, we can simply change the timer-driven architecture to the loop 
architecture. As shown in the right side of Fig. 5, the initialization of vision behavior 
drives the first execution of camera, and after that the data produced by vision 
processor unit, as a signal, activates the next execution of camera.  

With the strategy mechanism of composite unit, MiniROS has powerful ability to 
support dynamic evolution. When the classic algorithm in vision processor cannot 
satisfy the deadline restriction, a rule of changing unit will be activated, to stop and 
unload the existing vision process unit, load a faster unit, and continue to run. 

A Strategy Rule of Changing Vision Processor 

When vision_processor.process.deadline_unsatisfied(100)  
Do{ 
 DeactiveUnit vision_processor 
 UnloadUnit vision_processor 
 LoadUnit fast_vision_processor into 
vision_behavior 
 ActiveUnit fast_vision_processor 
} 
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6  Conclusions 

In this paper, we propose a new adaptive component model for autonomous mobile 
robots for MiniROS framework. It is designed for fast development of flexible and 
reusable robot software. Component is called Unit in this model. The component 
interface of unit, including data port, signal port and service port, provides adequate 
patterns to meet the communication requirments. In atomic unit, developers can use 
normal, service and view behavior to design component with different paradigm. In 
composite unit, strategy is introduced to adaptively control the adjustment of structure 
and parameters, according to the environment and tasks given to a robot. In general, 
MiniROS component model provides an easier way to build flexible and adaptive 
robotic systems. 
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Abstract. In this paper an integrated system for human robot interac-
tion is presented. It is demonstrated that safety features in human robot
interaction can be engineered by combining a robotic arm, equipped with
a compliant controller, an anthropomorphic robot hand and a spoken
language communication system. A simplified human-robot interaction
scenario, based on a typical care robot situation, is exploited to show that
safety can be enhanced by the monitoring of torques and motor currents
to establish contact with the environment. Furthermore, spoken language
is utilised to resolve potentially dangerous contact situations.

1 Introduction

Cooperative Human-human interaction features a range of communication meth-
ods which, due to their partial redundancy, help to make interaction in diverse,
noisy and chaotic environments possible. With the emergence of robotic carers or
robotic assistance, which will operate with or close to humans, it is desirable that
such robots are equipped with similar communication and sensing capabilities
as humans. This will not only allow the human to interact ’naturally’ with the
robot, but also contributes, due to the communication and sensing redundancy,
to safety during interaction.

In this paper, we present an integrated system which has been successfully
employed in a safe object passing task between a human and a robot. The
system consists of (i) an anthropomorphic hand, comprising capabilities like grasp-
ing, pointing, releasing and ’sensitive’ hand-over (see section 3); (ii) a humanoid
robotic arm fitted with a model reference adaptive compliance controller with con-
tact detection, running on a dSPACE system (see section 5); (iii) a bi-directional
spoken language interface to issue commands, report states and request
instructions (see section 4). We show how those subsystems, all running on dif-
ferent computational platforms, can be integrated, and demonstrate the system’s
functionality with an interaction scenario that utilises all (built in) modalities.

T.-H.S. Li et al. (Eds.): FIRA 2011, CCIS 212, pp. 17–24, 2011.
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The paper is organised as follows. In the next section we introduce the in-
teraction scenario. Afterwards, the robotic subsystems and their integration are
outlined. The paper then concludes with the illustration of the results and a
brief discussion.

2 Interaction Scenario

For the experimental work presented here, we have designed a simplified human-
robot interaction scenario. Although this only demonstrates a small aspect of
human-robot interaction that would be desirable in future care robots, it is
representative for situations where a robot assists a physically less-able and
possibly bedridden human.

Imagine the following care situation: A bedridden human should be able to
direct the robot towards a set of locations and instruct the robot perform a
certain task at a given location. During the repositioning of the robot, collisions
can occur and the robot would need to be able to sense those, reduce the impact
force to a minimum, report the collision to the human and ask for advice on
how to proceed. Handling task that the robot performs should also be sensitive
to impact. The hand-over of objects is of particular importance and the robot
would be required to only release objects when the human holds them firmly.

Our simplified lab scenario reflects this general purpose example. A human
is placed at a chair and the BERT2[1] robotic arm is mounted on a stand. A
paper bin is placed out of reach of the human but within reach of the robot (see
figure 1). The robot arm can extend its hand to the human. In our scenario, both
of those locations (i.e. ’close to human’ and ’above bin’) are pre-programmed,
but could easily be dynamically set or acquired by a higher level perception
and reasoning system, as shown before by the authors[2]. The human can now
verbally instruct the robot to move to him/her or to the bin. Furthermore, it is
possible to instruct the robot to take an object, release an object or hand-over
an object. The difference between release and handover is that in the former the
robot hand simply opens, whereas in the latter the hand opens only when the

Fig. 1. BERT2 hands a cup to a human experimenter
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hand’s sensing system perceives firm human contact with the handled object.
During all those interactions, the robot also verbally announces its next action
and position, which raises the human’s awareness and therefore also enhances
safety.

During the arm motion, the adaptive controller dynamically estimates the
torques in the arm, which are subject to joint angles, velocities and accelerations.
If the measured torques exceeds the torque estimate, a collision is assumed. The
robotic system verbalises this to the human and waits for further instructions.
The human can then either instruct the robot to stay were it is or alternatively
return to the last established position before a motion command was issued.
This introduces an important safety feature in addition to the active compliance
of the robot arm.

3 Grasping Controller for an Anthropomorphic Hand

For the grasping of objects, a single anthropomorphic hand1 module (Fig. 2)
has been integrated into the arm control infrastructure. The hand has nine de-
grees of freedom (DOF) comprising gross movement for all 5 fingers, “trigger”
action for index and middle finger, opposing of the thumb, and finger spread.
Each DOF is actuated by a geared brushless DC motor and the lowest level
motor control is established via EPOS2 units, which are configured as velocity
controllers in a 1kHz loop. All motors and gearing are fully integrated into the
hand and (in contrast to many cable driven hands) no mechanical parts require
integration into the robot arm. To facilitate simple integration into a range of
robotic platforms, and to allow higher-level hand movement commands (e.g.
grasp(.),open(.),point(.),handOver(.),) to be executed from a host system, a
independent control and drive system has been developed. This embedded mi-
crocontroller platform is based on the dsPIC30F6014A digital signal controller
from MicrochipTM. The board is equipped with one CAN interface for communi-
cation with the individual EPOS drivers for each DOF. The embedded software
takes care of homing, calibration of the individual joints, and issues the velocity
demands based on the current position and the higher level demand. Access from
and to higher level systems can be established via the on-board RS232, SPI, a
second CAN, or Ethernet interfaces. In our application, the dSPACE system
communicates with the hand controller via the second CAN interface. Addition-
ally, this subsystem features 16 analogue channels which will be utilised with
the employment of touch sensor on fingers and palm in the future.

When a high-level grasping command (grasp(.)) is issued, the hand con-
troller starts to close the fingers and monitors the motor currents. If they exceed
(individually configurable) current thresholds, the actual finger position is stored

1 The mechanical design and manufacturing for the BERT II arm and hand has been
conducted by Elumotion (www.elumotion.com); the embedded driver board and the
software has been developed by the authors.

2 MaxonTMmanufactures a range of EPOS controllers. We use low power range for
each DOF of the hand, the EPOS 24/1.
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Fig. 2. The BERT2 anthropomorphic hand (right) during a object hand-over procedure

and set as a new reference position. Since this is done for each finger individually
during concurrent motion, the hand is able to grasp objects of varying size and
irregular shapes reliably. This not only illustrates the versatility of the developed
software but also emphasis the utility of the anthropomorphic design.

The handover command (handover(.)) uses the motor currents to dynam-
ically release the object, and no touch sensor are required for this. When the
handover command is issued, the controller calculates the norm of the motor
currents (averaged over a 100ms time windows). This value is stored and then
cyclicly (Tcycle = 10ms) compared to the actual norm of the motor currents. If
this measure exceeds a pre-set deviation threshold, an open command (open(.))
is issued and the hand opens. For instance, in practice, all that is required for
a human interactor, to slightly pull (or otherwise manipulate) the object, the
robot’s hand is grasping. This leads to a variation in the motor currents which
the mechanisms described above detects. Consequently, the hand controller in-
stigates the release of the object. This simple mechanism is very robust and by
its nature self-calibrating.

4 Spoken Language Interface and High Level Control

In order to enable spoken language interaction we have integrated the CSLU
Toolkit [3] Rapid Application Development (RAD) into the arm control infras-
tructure. RAD allows the use of the TCL scripting language which permits
binding with a YARP[4] ’backbone’ that then establishes the bi-directional com-
munication with dSPACE. RAD and YARP are installed on a WindowsTM XP
PC and communication to dSPACE is established via a 115.2kbit/s RS232 con-
nection. RAD employs the Festival speech synthesis system and recognition is
based on Sphinx-II. The construction of speech dialogues is supported via a
state-based graphical programming environment. Here, it is also important to
note that the RAD system requires no speaker specific recognition training which
makes the interaction dialogues generic in terms of human users. The YARP in-
terface in the speech dialogues allows us to generate motor commands to the
arm, based on verbal human-robot interaction. In turn, the speech dialogues are
dynamically adapted, based on the arm state feedback reported by the dSPACE.
Hence, the highest level of control, i.e. the finite state machine the human ver-
bally communicates with, has been implemented using RAD, from which all
lower level motor commands are issued.
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5 Model Reference Adaptive Compliance Control for
BERT2 Arm

The BERT2 arm is controlled via a model reference adaptive controller (MRAC)
[5] and [6]. It is a dynamic model free controller based on the work of Colbaugh
[7, 8, 9]. The reference model is a compliant, second order mass-spring damper
system, the stiffness and damping terms can be selected to achieve several differ-
ent compliance characteristics. Our current arm controller uses 4 joints, namely
shoulder flexion, humeral rotation, elbow and wrist flexion. This adaptive con-
troller is used because of the unknown dynamics of the arm as well as the nature
of the application (object passing) which cannot rely on a fixed dynamic model.
The use of adaptive controllers could lead to actuator saturation, hence an anti-
windup (AW) compensator is used to address this issue. Our controller operates
in Cartesian space (x, y and z) which only requires 3DOF. The redundant 4th
DOF is therefore utilised to generate human like motion in the arm by employing
an effort minimizing posture controller based on the work of [10, 11] (see also
[12]). The overall control scheme for the BERT2 arm is shown in Figure 3.

Fig. 3. MRAC based Adaptive compliance scheme with Anti-windup compensator and
posture controller [5, 6, 7, 8, 9]

6 Results and Discussion

Figure 4 shows the verbal communication, arm motions and recorded forces
during the interaction. BERT2 asks the human what the next action should be,
reports its current position and the next action. The plots arranged in a synchro-
nised way, illustrating the timing between verbal communication3, the issuing of
the motor commands and the actual motor action. The scenario illustrates how
we interacted with the robot and how objects were grasped, released and trans-
ferred between locations (see also Fig. 1 ). Figure 5 illustrates a collision event.
For clarity only the force acting in the z-direction is shown in 5 (c). The robot
reports the detected collisions verbally to the human, while the compliant con-
troller reduces damages during the collision. The human then directs the robot
3 Abbreviations of robot utterances used in the plots: WM?=”Where should I move?”;

WD?=”What should I do?”; MC!=”I have made contact, what should I do?”



22 S.G. Khan et al.

0 20 40 60 80 100 120
0

2

4

6

8

10

12

V
er

ba
lis

at
io

n 
In

de
x

time(s)

(a)

Bin

Stay

Release

Bin

Me

Stay

Take

Bin

Stay

Handover

Change

Me

Stay

WM?

WD?

WM? WM? WM?

WD?

WM? WM?

WD? WD?

WM? WM?

WD?

0 20 40 60 80 100 120

−20

−10

0

10

(b)

P
os

iti
on

(c
m

)

time(s)

Fig. 4. Illustration of interaction scenario: (a) shows the verbal utterances of the human
(white on black) and the robot (black on grey); (b) shows the robot arm motion as
a consequence of the verbal communication in Cartesian coordinates. The black line
represents the x-direction and the grey line the z-direction. The dotted lines represent
the target positions. The y-direction was omitted for clarity. The grey vertical lines
in (a) and (b) represent the times when verbal utterances and motor commands were
issued.

to return to the last position (at t ≈ 38s) or to stay where it is (at t ≈ 55s),
since in the latter case the actual position was very close to the target.

7 Conclusion

In this paper, we have successfully demonstrated how divers subsystems can
be integrated to allow for safer human robot interaction. It is very clear that
future robotic systems operating amongst humans will require advanced sensing
systems (like artificial skin and high resolution finger-tip sensor) in order to
successfully and safely assist humans. We have shown that even without those
sensors, safety and dexterity is possible by exploiting information that can be
obtained from motor currents (in case of the hand) or joint torque sensors (in
case of the arm). This is not to say that more advanced sensors are not required.
On the contrary, by combining advanced skin sensors with the already built-
in sensing structure, future systems can be engineered for robustness, mutual
enhancement and graceful degradation in the event of sub-system failure.
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Fig. 5. Illustration of interaction scenario: (a) shows the verbal utterances of the human
(white on black) and the robot (black on grey); (b) shows the robot arm motion as
a consequence of the verbal communication in Cartesian coordinates. The black line
represents the x-direction and the grey line the z-direction. The dotted lines represent
the target positions and the y-direction was omitted for clarity; (c) shows the force
acting on the robot in z-direction during collisions. The two collision events (at t ≈ 22s
and t ≈ 50s ) are resolved, based on the human instruction, by returning to the last
position or staying at the current position respectively. The grey vertical lines in (a)
and (b) represent the times when verbal utterances and motor commands were issued.
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Abstract. Aiming at the gain planning of SCUT-I humanoid robot, a stair 
motion pattern, controlled by step lengths, step period and other walking 
parameters, is designed. And stair restrict condition is described. According to 
the parameters and restrict equations, hip and ankle trajectories are planned 
based on IPM (inverted pendulum model). Finally, according to the model 
parameters of SCUT-I robot, the robot model is built and simulated by 
matlab6.5, which verifies the effectiveness and stability of this stairs walking 
gait generation method.  

Keywords: Humanoid robot, Gait planning, Stairs, Parameterization. 

1   Introduction 

Humanoid robots are much more flexible in comparison with wheeled robots. But 
they are not very stable frequently during locomotion. Therefore, good gait planning 
are important for ensuring the stability of biped walking. There have been many 
studies on level walking. Only a few researchers studied the walking control in the 
restricted situation of circumstance, such as stairs [1].  

Chenglong Fu et al. [1] generated a walking trajectory by using sensory feedback 
controller. Chan-Soo Park et al. [2] designed the COG (center of gravity) trajectory 
which is generated by the VHIPM (virtual height inverted pendulum mode) for the 
horizontal motion and by a 6th order polynomial for the vertical motion. Figliolini  
et al. [3] developed the biped robot EP-WAR3, which can walk up and down stairs 
using suction cups installed on the soles of each feet to keep the robot attached to the 
stair. Jung-Yup Kim et al. [4] use force/torque sensors at ankle joint to achieve a 
control algorithm for a stable dynamic stair climbing. Kajita et al. [5] generated the 
desired COG trajectory by IPM and used a linear COG trajectory for the upward 
motion in stair walking.  

In these methods, a humanoid robot can climb stairs successfully. But how to 
parameterize the procedure of climbing stairs and design stairs circumstance 
restriction equation need to be researched. By giving good value of parameters, the 
robot can climb stairs more stably and quickly. 
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This paper proposes a systematic trajectory generation method for climbing stairs. 
The planning of climbing stair is parameterized and stairs restrict situation is described 
by a series of restriction equations. First, the gait planning of climbing stairs is 

parameterized based on step s, walking cycle supT , height of the centre mass ch , height 

of foot footh , double-support time dbT , rising foot time upT  and  landing foot on the 

ground time downT . We select suitable value of the parameters with taking account of 

stairs environment restriction. Then in single-support phase (SSP) hip trajectory is 
generated according to COG trajectory which is based on IPM in the x and y-axis. In 
double-support phase (DSP), hip trajectory is designed through 6th order polynomial. 
And ankle trajectory is planned base on position of the landing point on the ground and 
sine curve. Finally, according to the model parameters of SCUT-I humanoid robot, the 
model of the robot is built and simulated to climb stairs by matlab6.5. 

2   SCUT-I Humanoid Robot Model 

In order to implement the bipedal walking solution, a robot named as SCUT-I has 
been built, as shown in Fig.1(a).  

The robot model is shown as Fig.1(b), which the arms trajectories are not taken 
account of. The parameters of the model are listed in Table1. 

   

1l

2l3l

4l

5l

6l
7l

8l 9l

10l

11l

12l
13l

(a) SCUT-I robot                    (b) SCUT-I robot model  

Fig. 1. SCUT-I robot and model 

Table 1. Structure parameter of SCUT-I humanoid robot 

Parameter Value Parameter Value Parameter Value Parameter Value 
m1 1.55kg m8 0.01kg 1l  60mm 8l  0mm 

m2 0.01kg m9 0.30kg 2l  0mm 9l  0mm 

m3 0.30kg m10 0.05kg 3l  0mm 10l  135mm 

m4 0.05kg m11 0.20kg 4l  135mm 11l  135mm 

m5 0.20kg m12 0.30kg 5l  135mm 12l  0mm 

m6 0.30kg m13 0.30kg 6l  0mm 13l  12mm 

m7 0.30kg   7l  12mm   
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3   The Planning of Climbing Stairs Movement 

The stair-climbing gait can be considered as a sequence of steps. Each step is 
composed of two phases: 1) a double-support phase (DSP) and 2) a single-support 
phase (SSP). 

During the DSP, both feet are fixed on stairs. The robot accelerates from standing 
still and COG moves in the forward direction. 

During the SSP, only one foot is stationary on the ground, and the other foot 
swings from the rear stair to the front stair. It is include three phase: 1) rising foot 
phase, 2) swinging foot phase and 3) landing foot phase. 

The planning of climbing stairs movement is shown in Fig.2. 

sup( 1) dbn T T� �
supnTsup( 1) db upn T T T� � �

sup( 1) db up overn T T T T� � � �

2nP � 1nP � nP
2nP � 1nP � 1nP � 1nP � 1nP �

sup( 1)n T�

 

                 Fig. 2. The planning of climbing stairs movement 

The key points of the period of cyclical climbing are defined as sup( 1)n T− , 

sup( 1) dbn T T− + , sup( 1) db upn T T T− + +  and  sup( 1) db up overn T T T T− + + + . 

Where overT is swinging foot time. And downT = sup db up overT T T T− − − .  

3.1   The Parameterization of Climbing Stairs  

According to the planning of climbing stairs movement, s, 

supT , dbT , upT , downT , ch and footh are selected to express climbing stairs movement. It 

is shown in equation (1). 

    sup( , , , , , , )robot db up down c footP f s T T T T h h=                         (1) 

The procedure of gait planning of climbing stairs is shown in Fig.3. 
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.  

Fig. 3. The procedure of humanoid robot climbing stairs 

3.2   Constraint Condition of Climbing Stairs 

Because staircase is a kind of restricted walking circumstance, we need analyze its 
constraint situation during climbing stairs. A climbing stairs movement is shown in 
Fig.4. Right leg is swing leg and left leg is support leg. So in this paper we mainly 
analyze and design right leg’s trajectory. And when left leg is swing leg, the 
procedure is similar. 

Ap Bp

Cp

Dp

1c

2c

1L
2L

3c
4c

5c

4l

5l

10l

11l

ifp
7l atl

 

Fig. 4. A climbing stairs movement 

Where 13p is left ankle coordinate; 7p is right ankle coordinate; 1c is the arc that 

the centre is 13p , radius is 10 11l l+ ; 2c  is the arc that the centre is 7p , radius is 

4 5l l+ ; 3c  is the arc that the centre is 13p , radius is 11l ; 4c  is the arc that the centre 

is 7p , radius is 5l ; 5c  is continuous curve through AP  BP  CP  and DP ; 1L  and 2L  

are uprightness to the horizontal line. We define px to represent p coordinate in x-axis. 

And we define
n

p

Px to represent p coordinate in x-axis at nP  position. Comparing 

with x, the definition of y and z are similar. 

For avoiding to collide stairs, right hip coordinate 2p should be constrained in a 

close curve which made of 1c , 3c , 4c , 1L , 2L . So 2p  should satisfy with equation (2).  
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Swing foot tiptoe trajectory should be higher than curve 5c , so 7p should satisfy 

with equation (3). 
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Where FL is the length of foot, 
5 ( )cz x  is shown as follows: 

5

*
* * *

( )

* * ( 1)*

A
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P
P

c

i SW x
x i SW x x i SW

SHz x
SH

x i SW x i SW
SW
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Where i is number of steps, SW is the width of stair and SH is the height of stair. 

3.3   The Parameters of Constraint Condition for Climbing Stairs 

Firstly, s should satisfy with equation (4) for climbing stairs. 

3
3 :

2 2x

FL SW FL
gstair SW s

+− < <                                        (4) 

footh is at least higher than the height of stair. It should satisfy with equation (5) for 

climbing stairs.  

4 : footgstair h SH>                                                     (5) 

upT should satisfy with equation (6) for climbing stairs. 

5_5 : ( ) ( )tip c tipgstair z t z t>                                             (6) 

Where
5_ ( )c tipz t , ( )tipz t and ( )tipx t are shown as follows: 

7
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AP
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c tip
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The setting of ch is according to equation (2). supT , dbT and downT  should satisfy 

with the mechanical characteristic of robot. 
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4   Trajectory Generation of Climbing Stairs 

If ankle and hip trajectories of swing leg are determined, all joint trajectories can be 
calculated by inverse kinematics; therefore, the gait of stair climbing can be planned 
through swing ankle joint and hip joint trajectory. 

4.1   Hip Trajectory of Swing Leg 

Hip trajectory is generated according to COG trajectory which is based on inverted 
pendulum mode.  

1[0 ]T
hcl h= + −+2 cp p                                                  (7)  

Where cp is COG coordinate, hch+ is the distance between COG and hip in z-axis.  

[ ] c_dbl c_dbl c sup sup

c c c

c_sgl c_sgl c sup sup

( 1) ( 1)

( 1)

T
dbT

T
db

x y z n T t n T T
x y z

x y z n T T t nT

⎧⎡ ⎤ − ≤ ≤ − +⎪⎣ ⎦= = ⎨
⎡ ⎤ − + ≤ ≤⎪⎣ ⎦⎩

cp  

c_dbl c_dbl c

T
x y z⎡ ⎤⎣ ⎦ is COG coordinate in DSP. c_dblx and c_dbly trajectory are 

designed through 6th order polynomial. 

c_sgl c_sgl c
Tx y z⎡ ⎤⎣ ⎦ is COG coordinate in SSP. c_sglx and c_sgly  trajectory are 

designed through a 3D inverted pendulum model[6]. 

cz trajectory is designed for climbing stairs and shown as follows: 

c *c c

SH
z x h

SW
= +      

Hip trajectory should satisfy with restriction condition equation (2). 

4.2   Ankle Trajectory of Swing Leg 

Ankle trajectory is planned base on position of the landing point on the ground. The 
trajectory in z-axis is planned by sine curve. The trajectories in x-axis, y-axis and z-
axis are shown as follows: 
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(10)

 

Where 2*
footh footf h SH= − , 2*af SH= .  

Ankle trajectory should also satisfy with restriction condition equation (3). 

5   Simulation and Results 

According to SCUT-I robot model, a simulator of humanoid robot climbing stairs is 
constructed by using Matlab6.5. A stair model is built with the length of stairs 
SL=0.5m, SW= 0.13m and SH=0.02m. 

The parameters are given according to restriction condition and listed in Table2. 

COG initial coordinate is [ ]0 0
T

ch and landing ground point initial coordinate 

is 0 / 2 0
T

ys⎡ ⎤⎣ ⎦ . 

Table  2. The parameters for climbing stair 

supT  dbT  upT  overT  downT  ch  hch+  footh  xs  ys  
1s 0.2s 0.45s 0.3s 0.05s 0.3m 0.03m 0.045m 0.13m 0.12m 

  
    (a)successful climbing stairs        (b) the curve of hip          (c) the curve of ankle 

Fig. 5. The simulation of robot’s climbing stairs by using Matlab6.5 

According to the planning method mentioned in this paper, the robot successfully 
climbed stairs. And the curves of swing ankle and hip are shown in Fig.5(b) and (c). 

During robot’s climbing stairs, zero moment point (ZMP) can be calculated [7]. 
And ZMPΔ  is the difference between ZMP and support area center. So in DSP ZMPΔ  
should satisfy with equation (11). 

( ) / 2 ( ) / 2

( ) / 2 ( ) / 2
x ZMP x

y ZMP y

FL s x FL s

FW s y FW s

− + ≤ ≤ +⎧
⎨− + ≤ ≤ +⎩

+

+                                         
(11)
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In SSP, ZMPΔ  should satisfy with equation (12). 

/ 2 / 2

/ 2 / 2
ZMP

zmp

FL x FL

FW y FWΔ

− ≤ ≤⎧
⎨− ≤ ≤⎩

+

                                                 
 (12)

 

Where FW is the width of robot foot. And FL = 0.14m and FW = 0.08m. 
During robot’s climbing stair, the curve of ZMPΔ  is shown in Fig.5. DSP curve is 

shown using solid line, SSP curve is shown using dashed line.  
According to equation (11) (12), the robot can walk stably by analyzing Fig.6.ï

 

Fig. 6. The curve of ZMPΔ  

6   Conclusion 

A desired trajectory generation method has been proposed for use throughout all the 
phases of robot walking stairs. The planning of climbing stair is parameterized and 
stairs restrict condition is described by a series of restriction equations. By setting the 
suitable parameters according to the restrict equations, hip and ankle trajectories are 
planned based on inverted pendulum model. Then a humanoid robot can climb stairs 
successfully and stably. This is verified in the simulation experiment.  

In the future, we can optimize the parameters by using some artificial intelligence 
method and make robot climb stairs more stably and quickly.  
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Abstract. A real-time path generation based on the elastic band technique is 
presented to find a collision-free trajectory for an autonomous small-scale heli-
copter flying through cluttered, dynamic three-dimensional (3D) environments. 
The dynamic path is followed by the adaptive trajectory tracking controller 
augmented with the radial basis function neural networks (RBFNN). The effec-
tiveness and merit of the proposed method are exemplified by performing three 
simulation scenarios: static obstacle avoidance, dynamic obstacle avoidance and 
terrain following. 

Keywords: elastic band, obstacle avoidance, path generation, RBFNN. 

1   Introduction 

Recently, researchers have paid significant attention to the study of autonomous heli-
copters which have outstanding advantages in a narrow environment due to their hov-
ering, vertical take-off and landing (VTOL) maneuver abilities [1]-[10]. However, 
flight maneuvering in a complex environment is a major challenge for autonomous 
helicopters which are demanded to fly close to the ground and through cluttered urban 
spaces by their urban reconnaissance and survey missions. Upon reception of start and 
destination points from the supervisory controller, the route planner generates a feasi-
ble route for the autonomous helicopter to follow. The integrated and hierarchical 
approach of planning globally and reacting locally seems to provide a possible solution 
[10]-[12]. The so-called three-layered control system which consists of global path 
planning, local path re-planning, and trajectory tracking control is very suitable for an 
autonomous vehicle system. The middle-level of trajectory generation must work in 
real-time to handle local changes in the environment and to maintain a safe and smooth 
path followed by the low-level trajectory tracking controller. The local navigation 
involving with the obstacle detection and obstacle avoidance refers to the methodology 
of deforming the original path to overcome unexpected obstacles. 

The elastic band concept was originally introduced by Quinlan and Khatib [13]-[14] 
for robotic path planning and recently applied to the automotive assistant systems 
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including vehicle following [15], lane-keeping, lane-changing [16], and collision 
avoidance [17]. It is based on the potential field approach and has been shown to pro-
vide a simple and ease computed method to reach a goal location while unknown 
obstacles are avoiding. Furthermore, the bubble concept offers an efficient method of 
implementing the elastic band as a collision-free region only if it remains inside the 
coverage of bubbles [10]. However, the elastic band technique has not been applied to 
find an admissible real-time trajectory for an autonomous helicopter maneuvering in 
complex 3D environments with static and dynamic obstacles. 

This paper aims to present a real-time trajectory generation method for autonomous 
helicopters. The main contribution of this paper is that the elastic band method is 
successfully applied to generate a real-time, collision-free, and 3D trajectory for 
autonomous helicopters. The rest of the paper is organized as follows. Section 2 
elaborates the complete design procedure of the real-time trajectory generation algo-
rithm using elastic band technique with the bubble concept. In Section 3, three nu-
merical simulations are conducted to illustrate the performance and merits of the pro-
posed control method. Section 4 concludes the paper. 

2   Real-Time Trajectory Generation Using Elastic Band Technique 

The proposed trajectory generation method can be divided into four phases: initial path 
build-up, elastic band deformation, bubble reorganization and trajectory transforma-
tion. The detailed procedures and methods are explained in the following paragraphs. 

Phase-I: Initial Path Build-up 

The initial path is the shortest path between two given navigation waypoints by con-
necting them directly without considering any obstacles. The bubble nodes labeled with 
ascending numbers from 0 (start) to bubblesN (goal) are inserted evenly along the initial 

path. The bubble size gives an indication of how far the helicopter is safe from colli-
sions. The reasonable bubble size, bubR , is determined by the following equation, 

2     hel bub bub bub hel
min max maxD R R R V T× = ≤ ≤ = × Δ                                      (1) 

where TΔ is the time interval of local path planning, helD  is the diameter of the main 
rotor and hel

maxV  is the maximum speed of the unmanned helicopter. The total number of 

bubble nodes is calculated by bubblesN = ceil(  )bub
min maxD R , where minD  is the shortest 

distance from the start position to the goal position. 

Phase-II: Elastic Band Deformation 

The initial path is continuously modified in real-time according to the latest informa-
tion of the environmental static and dynamic obstacles. Two virtual forces are intro-
duced to describe the interaction between bubbles or with external obstacles. Each node 
( ib ) is attracted by two internal forces from its preceding node ( 1ib − ) and following 

node ( 1ib + ) respectively. The internal force for a bubble ib  is computed using the fol-

lowing equation. 
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where ⋅  denotes the Euclidean norm and intk  means the contraction gain. The external 

forces are repulsive forces exerted by the obstacles of the environment to deform the 
bubble band adequately and then keep the path collision-free. Each node ( ib ) is re-

pelled by all the nearby obstacles only if they are close enough. The single repulsive 
force from one of obstacle is calculated as follows: 
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b O
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where 
extk  means the repulsive gain. The fading function depends on the affected 

distance 
affD  which is calculated via 

, ;  .aff i ij safe i ij safeD b O D if b O D zero otherwise= − − − >
K KK K                             (4) 

where the safe distance is defined by min
bub obs

safe bub sD R V T= + ×  and obs
bubV  is the relative 

velocity from the obstacle to this bubble. Finally, the resultant external force acting on 
this bubble node is calculated by 

1

( )
N

bi j
ext ext i

j

F f b
=

= ∑
KK                                                       (5) 

where N is the total number of nearby obstacles. The net applied force for the node ib is 

summarized by 

int
bi bi bi

net extF F Fα β= ⋅ + ⋅
K K K

                                                   (6) 

where α  and β  are respectively the weighting factors for the internal forces and 

external forces. The new elastic band configuration for each bubble node is 

bi bi bi
new old netP P Fγ= + ⋅
K K K

                                                     (7) 

where γ  is the step size for updating the bubble band deformation.  

Phase-III: Bubble Reorganization 

The two following properties of the elastic band must be checked properly not only to 
maintain it as a continuous and feasible path, but also to improve its efficiency. First, it 
is desirable to remove redundant bubbles from elastic band when a small bubble’s 
coverage is totally within its neighboring big bubble’s coverage. Thus, the k-th bubble 
is removed if the criterion for bubble redundancy defined by (8) is true, 

1 1k k k kR R b b− −− ≥ −
K K

 or 1 1 1 1k k k k k kR R b b b b+ − − ++ > − + −
K K K K

                 (8) 
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where ⋅  means the absolute value and ⋅  is the 2-norm to measure the distance. Sec-

ond, there is bubble insufficiency when two neighboring bubbles do not overlap each 
other due to the bubble moving too far during the path deformation. If the criterion for 
bubble insufficiency defined in (9) is true, then an extra bubble needs to be inserted at 
the middle location between 1kb −  and kb  bubbles. 

1 1k k ol k kR R d b b− −+ − < −
K K

                                              (9) 

where old  is the desired overlap distance between two neighboring bubbles. 

Phase-IV: Trajectory Transformation 

Finally, this feasible path generated from the elastic-band planner is smoothed by using 
the cubic B-spline technique. The nodes of the elastic band will be interpolated by a 
cubic spline curve using the Matlab Spline Toolbox, where 

EBΓ = cscvn (nodes) is a 

parametric cubic spline curve through given points. The vehicle’s velocity is controlled 
by passing through those nodes at specified time interval as follows, 

1i i
i

c

b b
V

T
+ −

=
K K

K
                                                        (10) 

The closer the bubble nodes allocation, the slower the helicopter flight speeds.  

Real-Time Algorithm for an Elastic Band Trajectory Generation 

On basis of the aforementioned descriptions, a real-time algorithm for elastic band 
trajectory generation is proposed in the following steps. This 16-step procedure is 
executed iteratively from the current position to the goal waypoint. 

1: Construct the initial path 
iniΓ  consisting of 

bubblesN  bubbles allocated evenly be-

tween the start waypoint and the goal waypoint. Refer to Phase-I. 
2: Perform the elastic band deformation process from the current bubble node 

through all the uncompleted bubble nodes. 
3: Compute the internal forces acting on the i-th bubble node due to its neighbor 

nodes of index i-1 and i+1 respectively. Refer to (2). 
4: Calculate the external forces acting on the i-th bubble node due to all the static 

and dynamic obstacles. Refer to (3)-(5). 
5: Execute the path deformation for the i-th bubble node applying the sum of the 

virtual forces given in Steps 3 and 4. Refer to (6)-(7). 
6: Repeat Steps 3-5 until the deformation amount is less than the tolerance. 
7: Decide bubble’s radius on the smallest clearance distance to all the obstacles. 
8: Shift the bubble index to the next and repeat Steps 3 to 7 until the end of the 

elastic band, bubblesi N= . 

9: Do the bubble reorganization from the current bubble node through all the un-
completed bubble nodes. 

10: Check if the i-th bubble is redundant and deletes it if (8) is true. 
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11: Check if the i-th bubble has a broken connection with its previous one and in-
serts an extra bubble at the middle of two bubbles if (9) is true. 

12: Do the path deformation if an extra bubble is generated. Refer to Steps 3-6. 
13: Shift the bubble index to the next and repeat Steps 10 to 12 until the end of the 

elastic band, 1bubblesi N= − . 

14: Generate the collision-free trajectory from the current position to the goal. 
15: Smooth the deformed elastic band path EBΓ  by using a cubic spline function. 

16: Generate a real-time trajectory by correlating the path 
EBΓ  with time by (10). 

Repeat Steps 2-16 until the goal is achieved ( bubblesi N= ). 

3   Simulations and Discussion 

In this section, two numerical simulations are conducted to investigate the effectiveness 
and performance of the proposed method which was implemented as the middle-level 
local path planner to find a feasible collision-free trajectory. The flight trajectory is 
followed by the low-level motion controller which adopts an intelligent trajectory 
tracking method augmented with a RBFNN approximation to the coupling forces 
between the helicopter actuators [6]. The missions of an autonomous helicopter are to 
fly through the 3D complex environments and arrive at the specified goal position 
given by an off-line global path planner. Simulation cases include the dynamic obstacle 
avoidance and the terrain following. 

3.1   Dynamic Obstacle Avoidance 

For applications of ground robots, the elastic band path can not cope with those cases 
where external obstacles move across it. However, this case intends to execute the 
extreme case for an autonomous helicopter flying through a 3D environment. The 
scenario is described first of all. Both starting and goal waypoints are given in 3-D 
coordinates as [0 0 0] and [100 100 30] (unit: meters), respectively. There are four static 
obstacles blocking the direct path from the start-up to the goal in the scattered envi-
ronment. They are chosen arbitrarily as follows: [15 10 40 5], [20 25 30 5], [50 50 5 5], 
[85 80 45 5], where each bracket contains 3D coordinates and radius in meters. In 
addition, a moving obstacle of 10-meter radius starts at [40 15 10] meters and is going 
across the original trajectory with a velocity of [-2 2.6 0] meters/second. In the virtual 
3D environment, all static obstacles are represented by cylinder objects with different 
heights and radii and the dynamic obstacle is represented by a ball object. Furthermore, 
the minimum bubble radius ( bub

minR ) and maximum bubble radius ( bub
maxR ) are limited by 1.6 

and 10 meters. The time interval for local trajectory planning is 1 second, and the 
update rate for trajectory tracking controller is 50 Hertz. 

Fig. 1(a) depicts that the arising elastic-band path deformed downward to avoid 
collision with the moving obstacle. Affected by the right-hand coming obstacle, the 
elastic band was repelled to deform toward the left-hand side.  Up to the extreme length 
sustained by the internal forces of the elastic band, its deformation type changed from 
stretching to rotation. Taking advantage of the 3D environment, the proposed method 
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(a) (b)  

Fig. 1. Simulation results of collision-free flight trajectories among 3D virtual environment 
scattered with static and dynamic obstacles 
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Fig. 2. Time responses of the control outputs and attitude angles of an autonomous helicopter 
while the simulation in Fig.1. 

finds out which movement direction can reduce the threat of external obstacles. As 
shown in Fig. 1(b), the elastic-band trajectory passing under the moving obstacle is 
totally collision free. After passing over the external dynamic object, the elastic band 
arose quickly back to the desired height and led to the goal waypoint. Figs. 2(a)-2(f) 
depict that the desired trajectories of control outputs are tracked well except for tight 
turns and abrupt direction changes. Therefore, the elastic band method in 3D envi-
ronment can cope with the cases of external obstacles moving across the desired path. 

3.2   Terrain Following 

The proposed method is suitable for not only obstacle avoidance but also terrain fol-
lowing which is another important requirement for an autonomous helicopter. The 
scenario for the third simulation case is described as follows. The 3D terrain model is 
created with ascent and descent hillsides whose climax is around 24 meters. The start 
and goal waypoints are given in X-Y coordinates as [-40 40] and [40 -40] meters, 
respectively. The height is desired to be 15 meters above the ground. The minimum 
bubble radius ( bub

minR ) and maximum bubble radius ( bub
maxR ) are limited by 1.6 and 10 

meters respectively. The time interval for local trajectory generation is 1 second. The 
update rate for trajectory tracking controller is 50 Hertz. The simulation results are 
depicted in Fig. 3 and Fig. 4. 
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(a) (b)  

Fig. 3. Simulation results of terrain following flight trajectories among 3D virtual environment  
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Fig. 4. Time responses of the control outputs and attitude angles of an autonomous helicopter 
while the simulation in Fig.3 

As shown in Fig. 3(a), the initial path was also constructed as a straight line to di-
rectly cross the start and the goal waypoints. After interaction with the terrain data, the 
elastic band deformed according to the ascending and descending terrain height. Fur-
thermore, the elastic band executed the bubble reorganization to improve bubble re-
dundancy and bubble insufficiency. Fig. 3(a) depicts that this deformed path is safe to 
be collision-free from the terrain threat and feasible to be a continuous path for a mo-
tion controller. The path deformation and reorganization are iterated sequentially from 
current bubble node to the goal waypoint. The elastic band is gradually shaped as the 
blue path shown in Fig. 3(b). Based on the elastic band, the real-time trajectory is 
generated piece by piece between two neighboring bubble nodes. Finally, the red line in 
Fig. 3(b) denotes the actual trajectory executed by the proposed intelligent adaptive 
trajectory tracking controller. Its tracking performance is further examined in Fig.4. As 
shown in Fig. 4(b), the trajectory deviation is mainly caused by the height variation 
which is a little but still clear from the terrain. Fig. 4(d) depicts that the heading control 
is disturbed in the beginning but has a good convergence property. The attitude varia-
tions of around 20 degrees in Figs. 4(e)–4(f) means that the proposed controller has a 
good maneuverability for terrain following. 

4   Conclusion 

This paper has proposed a real-time path generation method which is based on the elastic 
band technique to find a collision-free trajectory for an autonomous helicopter. The 
detailed procedure is synthesized as a 16-step routine and executed iteratively till the goal 
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position is reached. The hybrid hierarchical control system is constructed by combing the 
proposed local path planner and the intelligent trajectory tracking controller augmented 
with a RBFNN approximation [6]. The effectiveness and merit of the proposed control 
system have been exemplified by performing three simulations: static obstacle avoid-
ance, dynamic obstacle avoidance and terrain following. From the three simulation re-
sults using the high-fidelity and well-validated dynamic model, the proposed method has 
been shown not only safe and feasible for a wide range of helicopter flight conditions, but 
also satisfactory in obtaining transient performance of flight maneuvers. 
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Abstract. The development of a versatile kit to raise student interest in learning 
the implementation skills of intelligent mobile robots is presented in this paper. 
The kit is capable of solving micromouse mazes, line mazes, and following line 
tracks with different curvatures at different speed settings.  It is first devised to 
be used in various project-oriented hands-on laboratory courses for students in 
the department of electronic engineering of Lunghwa University of Science and 
Technology, and introductory workshops for vocational high school students 
and teachers with electronic and information engineering backgrounds.  To 
enhance the learning outcomes, contests can also be organized for students to 
see how well the techniques learned in the laboratory are applied in their mobile 
robots. 

Keywords: robot education, intelligent mobile robots. 

1   Introduction 

Robots are attracting more and more people’s attention recently [1], especially when 
iRobot announced the Roomba vacuum cleaning robot [2]. This makes the 
fundamental understanding of robots a necessity for many electronic engineers [3]. 
Unfortunately, learning the design philosophy of robots is interesting but difficult, 
because it includes many areas of knowledge, e.g., mechanics and electronics, 
automatic control theory, and software programming of microcontrollers, etc.  It is 
found that students will be willing to do tedious research work to solve practical 
problems when these problems are related to an interesting, and competitive contest 
[4].  Winning one or two awards at a competition not only gives students a sense of 
accomplishment but also gives pride and visibility to their schools. This is an 
important factor for technology oriented university students in Taiwan, because of 
their low learning achievements in traditional theory oriented lecture courses. 

One of the problems with commercially available mobile robot kits [5-6] for 
autonomous mobile robot courses is that they are usually expensive. Laboratory kits 
also require frequent maintenance services as a result of component or module 
failures.  They do become obsolete quite rapidly as new products or technologies are 
developed.  Therefore, a low-cost and versatile intelligent mobile robot kit is first 
devised in the Lunghwa University of Science and Technology to help not only raise 
student interest, but also motivate them to learn actively the implementation skills and 
related theories about autonomous mobile robots. 
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Project-based laboratory exercises based on the kit are also developed to lead 
students step by step in making the mobile robot search successfully the goal square 
of the maze, memorize the curvatures of line tracks, and plan different speed settings 
for fast runs.  The contents of the hands-on laboratory includes 1) introduction of the 
integrated development environment (IDE) for the kit, 2) interrupt driven real-time 
control firmware structure, 3) implementation of a simple maze-solving algorithm, 4) 
calibration of optical sensors, 5) maze wall detection via infrared light emitting diodes 
(LEDs) and optical sensors, 6) dc servo motor control with home-made encoders, 7) 
position estimation of line tracks via interpolation techniques, and 8) position and 
orientation contorl of the mobile robot. The hands-on laboratory exercises are 
described in details as follows. 

2   The Versatile Robot Kit 

The kit shown in Fig. 1 is steered with dc motors and differential drive. Two simple 
encoder circuits with resolution of 12 pulses per revolution are also designed by using 
optosensors.  The firmware can be downloaded to the flash memory of the 
microcontroller dsPIC33FMC804 through an in system programming (ISP) port.  
Students can collect the data stored in the microcontroller, or send commands to the 
firmware via an RS232 serial bus.  When the robot is used as a micromouse, it 
controls 6 infrared light emitting diodes (LEDs) in 5 directions, and detects the 
intensity of the reflected light to determine the maze wall information and to correct 
the motion commands for two dc motors. The kit can also keep track of its position in 
the maze by using the pulses which come from the encoder cirucuits.  The firmware 
in the microcontroller can interact with the user with buttons and matrix LED display.  
By using the functions the mircromouse kit provides, students should devise their own 
maze-solving algorithm to help the micromouse find out the goal and decide an 
optimal route from the start to the goal according to its motion capability. 

The followings describe how the versatile robot kit is used in various parts of the 
hands on laboratory in leading the students to learn intelligent mobile robots. 

Line detection
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Micro-controller
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Fig. 1. The low cost intelligent mobile robot kit for hands on laboratory courses 
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2.1   An Interrupt Driven Real-Time Control Firmware 

The mobile robot has to calculate its position according to its encoders and scan the 
environment with the infrared LEDs and optical sensors constantly, such that the 
errors in position calculations can be corrected.  This relies heavily on an interrupt 
driven real-time control firmware structure.  Students would learn in this part how to 
control the time intervals of system functions for peripherals, motion control, and  
the maze solving algorithm.  These time-intervals should be short enough to make the 
mobile robot react fast enough to environment changes, which is important when the 
mobile robot is running fast.  Key factors to influence the code execution efficiency, 
such as fixed-point mathematics, table-lookup skills for trigonometric functions, and 
programming skills would be introduced to students in this part. The corresponding 
laboratory exercises will also be conducted. 

2.2   A Simple Maze-Solving Algorithm 

The simplest method for a mobile robot to solve given mazes is some variation on  
the flood-fill or Bellman algorithm [7]. The idea is to start at the goal square and fill 
the maze with values which represent the distance from each square in the maze to the 
goal square. When the flood reaches the start square, the algorithm can then be 
stopped.  The mobile robot could follow the values downhill to the goal square.  
Although the mobile robot knows nothing but the start square about the maze 
configuration at first, it can still follow a route suggested by the flood algorithm if 
unvisited squares are assumed to contain no maze walls.  When entering an unvisited 
square, it records the wall information and remembers the visited status of that square.  
By using the procedure described above, the goal square would be found at last. 

When the goal square and the shortest paths from the start square to the goal square 
are found, the shortest paths can be furthermore optimized such that the mobile robot 
can run in diagonal instead of consecutive 90 degree turns to reduce even more the 
run time from the start square to the goal square.   

 

Fig. 2. Optimization of the shortest path (in blue) with diagonal running path (in green) 
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2.3   Calibration of Optical Sensor Outputs 

To detect the maze wall or the line in the racing track, most people use reflective 
optical sensors. Threshold values of the reflected light intensity can be used to 
determine whether or not the maze wall exists.  If one wants to get more accurate 
estimation of the distance between robot and the maze wall, or the position of the line 
with respect to the center point of the robot, analog output voltages from reflective 
optical sensors should be used.  Before students can use the analog sensor outputs to 
estimate line positions or maze wall distance, each output should be calibrated to give 
almost the same level of voltage under the same working condition.  This is due to the 
variations of optical sensor characteristics, even though their part numbers are the 
same.  It can be seen in figure 3a that the output values of different reflective optical 
sensors vary a lot even if they are under the same working condition.  Figure 3b 
shows the results after the software calibration procedure [8] is applied. 

0 1 2 3 4 5 6 7 8
0

50

100

150

200

250

300

350

Sensor number

A
na

lo
g 

A
D

C
 v

al
ue

s

Outputs of reflective optical sensors before calibration

 

 

40% of gray

60% of gray
80% of gray
100% of gray

0 1 2 3 4 5 6 7 8
0

50

100

150

200

250

300

350

Sensor number

A
na

lo
g 

A
D

C
 v

al
ue

s

Outputs of reflective optical sensors after calibration

 

 

40% of gray
60% of gray
80% of gray

100% of gray

 
 (a)  (b) 

Fig. 3. The optical sensor outputs for different gray scale (a) before and (b) after calibration 

2.4   Line Detection via Interpolation Techniques 

After the calibration of optical sensor outputs is finished, it is ready to calculate the 
line position based on those adjusted analog output values.  Students can use various 
interpolation techniques or the way of find the “center of mass” [9] to do it.  It is 
important at this part for students to figure out a way to verify how accurate their 
estimation algorithm is.   

Suppose that the coordinate of the 4 reflective optical sensors are x0, x1, x2, x3, x4, 
x5, x6, respectively, and the corresponding analog output values are y0, y1, y2, y3, y4, y5, 
y6, which is shown in figure 4.  The estimated line position can then be calculated by 
the following weighted average formula: 
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Fig. 4. The experimental verification of the center of mass line detection algorithm 

2.5   Motion Control of dc Servo Motors with Home-Made Encoders 

To reduce the total cost of the mobile robot kit for education without sacrificing too 
much of its capabilities, toy dc motors are used with home-made 12 pulse encoders 
(shown in Fig. 5) are used to control the speed and position of the robot. 

Although position feedback control loop is used in implementing the motion 
control algorithms, the performance suffers from the low resolution of the encoder.  It 
is shown in the upper half of Fig. 6 that the position is poorly controlled because of 
the derivative of error between command and output signals can not be accurately 
calculated (shown in the lower left part of Fig. 6 as a green curve). Therefore, an 
efficient velocity estimation method, whose block diagram is shown in Fig. 7, is 
applied to obtain a better signal when compared with traditional difference method.  
This is also shown in the lower left part of Fig. 6 as a red curve. It can be easily seen 
that the method do improve the estimation of velocity signal.  In addition to 
estimating the velocity signal from low resolution encoder outputs, the method 
presented in Fig. 7 can also estimate the acceleration signal.  It may be used in 
feedforward control method in the future for even better performance. 

  

Fig. 5. The home-made encoder and its corresponding 2 phase signals 

 



 A Versatile Kit for Teaching Intelligent Mobile Robots 47 

0 100 200 300 400 500
-1

-0.5

0

0.5

1

1.5

t (ms)

v 
(p

ul
se

/m
s)

Speed signals: V=50cm/s

 

 

0 100 200 300 400 500 600 700 800 900 1000
0

10

20

30

40

50

60

70

80

t (ms)

P
os

iti
on

 (
pu

ls
e)

Postion control of the mobile robot with low resolution encoder signals, kp=100, kd=200

 

 

0 100 200 300 400 500

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

t (ms)

v 
(p

ul
se

/m
s)

Speed estimation results: Experimental vs Simulated

 

 

command

difference calculation
filtered signal; bandwidth=50Hz

position command

controlled signal
filtered output

experimental

simulated

 

Fig. 6. The experimental results of controlling the position of the mobile robot via low 
resolution encoder signals 

 

Fig. 7. An efficient method for estimating velocity from low resolution encoder signals 

The experimental results in Fig. 8 clearly show the improved performance in 
velocity control when the velocity estimation method is applied in the feedback 
control loop.  

3   Micromouse, Robotrace and Line Maze Contests 

The low cost robot education kit presented in this paper is capable of participating in 
contests about micromouse, line following, and solving line mazes, which are shown 
in Fig. 9a-c, respectively.  The contests not only keeps learning interest of students, 
but also drive them to explore in more details the implementation skills about mobile 
robots.  Therefore, it is really cost-effective for students to learn sensor characteristics 
calibration, motion control, maze solving algorithms, line detection and following 
algorithms, and their firmware implementations. 
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Fig. 8. The experimental results of controlling the position of the mobile robot via an estimated 
velocity signal 

 

    
 (a)  (b) (c) 

Fig. 9. The (a) micromouse, (b) line-following, and (c) line-maze contests for the mobile robot 
presented in this paper 

4   Conclusions 

A low cost but versatile mobile kit first devised in Lunghwa University of Science 
and Technology and used as a learning platform for autonomous robots is presented in 
this paper.  Several project-oriented laboratory exercises are also devised for the kit to 
help students learn the basics about mobile robots. They include 1) introduction of the 
integrated development environment (IDE), 2) interrupt driven real-time control 
firmware structure, 3) implementation of a simple maze-solving algorithm, 4) maze 
wall detection via infrared light emitting diodes (LEDs) and optical sensors, 5) motion 
control of dc motors with low resolution encoders, 6) line detection via interpolation 



 A Versatile Kit for Teaching Intelligent Mobile Robots 49 

techniques, and 7) calibration of sensor characteristics.  The kit is designed with help 
from the local branch of Microchip Inc., therefore, students can get the necessary C-
compilers and microcontrollers free of charge. It is hoped that every student can have 
his/her own mobile robot for learning implementation skills easily even if he/she is 
economically disadvantaged, and learn quickly the techniques in making an 
autonomous mobile robot. The feedback from students shows that the kit and related 
national contests do effectively raise students’ interest, and therefore motivate them to 
learn actively those related theory and implementation skills. The overall cost of the 
kit is less than USD$70, which is well below the cost of similar commercially 
available kits [9-10].  
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Abstract. In order to guarantee that grasping with robot fingers are
safe when interacting with a human or a touched object, the robot fingers
have to be compliant. In this study, a novel active and robust compli-
ant control technique is proposed by employing an Integral Sliding Mode
Control (ISMC). The ISMC allows us to use a model reference approach
for which a virtual mass-spring damper can be introduced to enable
compliant control. The performance of the ISMC is validated for the
constrained underactuated BERUL (Bristol Elumotion Robot fingers)
fingers. The results show that the approach is feasible for compliance
interaction with objects of different softness. Moreover, the compliance
results show that the ISMC is robust towards nonlinearities and uncer-
tainties in the robot fingers in particular friction and stiction.

Keywords: Integral Sliding Mode Controller, Active Compliance Con-
trol, Underactuated Robot Fingers, Robust Control.

1 Introduction

The capability of human fingers to grasp any object without damage is a funda-
mental part in achieving safe human robot interaction [1], [2]. It is expected that
robots are going to be used in a care taking and home environment [3], which
requires them to be particularly safe. Compliance in this case is very important
and has to encompass compliance which is usually observed in an industrial
context, i.e. spot welding or cargo carrying [4]. Compliant design approaches
include passive compliance [5], [6], [7], [8], [9], active compliance control [10],
[11], [12], [13] and hybrid compliance control [14]. Moreover, the kinematics of
the robot fingers can be essential to achieve compliance and suitable grasping
[15]. In case, robot fingers are underactuated, compliance is not easily achieved
and the kinematics of the fingers are important [16].

There has been recently a significant amount of work in the area of active
compliance. In particular, Wang et al. [4] argue that active compliance is eas-
ily realized. The work in [10], [11], [12] and [13] proves that active compliance

T.-H.S. Li et al. (Eds.): FIRA 2011, CCIS 212, pp. 50–57, 2011.
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control via a simple PD control approach is possible, although in many cases a ro-
bust controller method is preferable. For this, an appropriate controller scheme,
which allows for model reference to achieve compliance and to provide robust
control, is desirable for robot fingers [17]. It is expected the selected controller
will eliminate or at least mitigate the nonlinearities and uncertainties.

The existence of friction and stiction can degrade control performance [18],
[19]. For this, it must be noted that the exact friction model is difficult to be
obtained in practice. In [17], we argue that robust sliding mode control is par-
ticularly suitable for the control of robotics fingers subject to friction. For this
purpose, an integral sliding mode controller (ISMC) introduced by Shi [20] is
proposed and investigated in our case. In contrast to [17], we suggest and in-
vestigate practically the introduction of an externally measured force signal into
the reference model of the integral sliding mode controller to achieve active com-
pliance.

Despite ISMC appears to be very useful due to its model reference behavior,
the use of the ISMC in real time applications is still on the rise and only a small
number of ISMC applications are reported. Recent studies closely related to the
application of the BERUL fingers, can be seen in the control of a two-link rigid
manipulator by comparing SMC and ISMC in simulation [20]. Other applied
work of ISMC has been recently provided by [21] for a power system. The work
in [22] employs ISMC in a unicycle type mobile robot while the authors in [23],
implement ISMC in an electromechanical system and the work in [24] combines
ISMC and H∞ control in a simulation. However, recently, the authors conducted
first tests using the ISMC for the BERUL fingers, showing excellent performance
when rejecting friction and stiction [17].

2 Controller Design

For controller design, we are using robot fingers where the joints are moved
together using a push rod [17], [25]. This allows to model each finger as.

mq̈ + f = u (1)

where m is the generalized mass/inertia, f is a lumped expression for the major
nonlinearities i.e. gravity, friction and centrifugal/coriolis force. In addition, the
above simplified model is possible due the robust method used here.

2.1 Integral Sliding Mode Controller (ISMC)

Motivated by the recent development of the ISMC on a two-link rigid robotic ma-
nipulator [20] through simulation, the same controller is applied on the BERUL
fingers. Using the general dynamic equation of (1), a suitable integral sliding
mode controller [20] is designed as follows: The joint torque vector τ can be split
into two additive terms:

τ = τ0 + τ1 (2)

τ0 = m0(q)(q̈d − KD q̇e − KP qe + f0(q, q̇)), (3)
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where m0(q), f0(q, q̇) are the nominal values of m(q) and f(q, q̇) respectively;
which are defined as m0(q) = m(q)−Δm and f0(q) = f(q)−Δf ; KP ∈ �nxn and
KD ∈ �nxn are positive scalars determining the closed loop performance; and the
tracking error is defined as qe(t) = q(t) − qd(t) with [qd(t) q̇d(t) q̈d(t)] being the
reference trajectory and its time derivatives. Note that τ0 represents a feedback
linearization component with PD control and τ1 denotes a discontinuous torque
control.

The discontinuous torque control and sliding manifold are respectively defined
as

τ1 = −Γ0sign(s) (4)

s = q̇e + Ksqe + Ki

∫ t

0

qe(ξ)dξ −
∫ t

0

GfH − q̇e(0) − Ksqe(0) (5)

where Gf is positive scalar and H is an external force measurement, obtained
via specially introduced sensors. Ks is a damping coefficient and Ki is a stiffness
coefficient. The combination of (τ0 + τ1) create a robust ISMC-controller, which,
however, may cause chattering in the control signal. In order to avoid the effect
of the chattering, the following equation is used,

s

|s| + δ
(6)

instead of sign(s) where the scalar δ > 0 allows to suppress chattering.

2.2 Compliance

For compliance, we reconsider the sliding variable s and its derivative:

ṡ = q̈e + Ksq̇e + Kiqe − GfH (7)

When sliding mode is achieved, then s = 0 and in particular ṡ = 0. For ṡ = 0,
the error dynamics are defined by the damping constant Ks, the spring con-
stant Ki and the external force measurement signal H introduced via the input
distribution gain Gf , namely

q̈e + Ksq̇e + Kiqe = GfH (8)

This defines a reference model allowing for active compliance control and con-
trasts to the recent of ISMC, where the sliding mode dynamics are generally
defining a nominal closed loop behavior without external signals. This is an
important tool as the controller guarantees a well defined level of compliance
despite the high degree of uncertainty and friction in the robot hands. A virtual
reference model for this is

q̈r = −Ksq̇r − Kiqr + GfH + Ksq̇d + Kiqd + q̈d. (9)

Thus, the joint coordinates q have to follow the virtual demand qr in the ideal
case.
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2.3 Computation of Compliance Levels

The reference model cannot be arbitrarily determined and it needs to bespoke,
suitably adjusted to the context object handled by the robot fingers, in particular
when considering the steady state force equilibrium. For this, let us consider the
following mass-spring damper system:

q̈e +
Kss

mv
q̇e +

Kii

mv
qe =

1
mv

f (10)

where mv is a virtual mass of the spring, Kss is a virtual damping constant and
Kii is a virtual spring constant. By equating equation (10) with equation (8) the
following equations are obtained.

Kss

mv
= 2ζωn = Ks;

Kii

mv
= ωn

2 = Ki; GfH =
1

mv
f (11)

where Gf = 1
mv

, H = f , ωn is the natural frequency and ζ is the damping
ratio coefficient. The target is now to determine Kss, Kii and mv via suitable
practical tests and design requirements for compliance and transient behavior.
First the actual (constant) demand qd is given, while q in steady state needs to
satisfy the constraint:

Kiiqe = f (12)

In this case, an initial experiment can be carried out which determines the mea-
surement signal f when the robot finger interacts with a particular object and
guarantees safe object handling. Moreover, we may assume that ζ and ωn are
given to establish a suitable transient behavior. Thus, equation (12) and the
first two equations in (11) allow now to compute Kss and 1

mv
or Ks, Ki and Gf

respectively.

2.4 Experimental Setup

The experimental setup for the Berul fingers is shown in Fig. 1. DSPACE DS1006
system for real-time implementation with the BERUL fingers, allow to use MAT-
LAB/Simulink models for fast controller prototyping.

Setpoint/ Actual
Value Comparison

Output Variable
Calculation

I/O

I/O

DSPACE

MATLAB/
SIMULINK/
CONTROL

DESK

Fig. 1. Experimental setup for the BERUL fingers
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Fig. 2. Stiffness level for thumb finger

3 Compliance Level for Different Stiffness

For brevity, only the analysis of different compliance characteristics for the
thumb finger are discussed here. It is noted that from (8) follows qe(s)

H(s) = Gf

s2+Kss+Ki

where Ks = 2ζωn and Ki = ωn
2. The scalars ζ and ωn are damping ratio and

natural frequency respectively. Thus, different Ks and Ki are computed in order
to observe compliance levels.

The compliance model reference behavior is experimentally tested by exerting
a calibrated force of the same amplitude to be sensed by the ISMC algorithm.
In Fig. 2, compliance control results are provided, qd is the original demand,
qr is the demand calculated from the virtual reference model (9) and q is the
measured (scaled) angular change of the lowest thumb link. Note that all other
thumb joints are connected to the first joint via a push rod, which links all the
joint angle in an almost linear manner. The results clearly show that our design
for a reference model is effective in creating active compliance. This can be seen
in Fig. 2(e) where by increasing Ks (i.e. increasing the damping coefficient)
the compliance controller becomes sluggish (amplitude of the reference model
demand qr is about -0.4 rad). On the other hand by increasing Ki (i.e. increasing
the spring coefficient), the compliance becomes more stiff and fast, as seen in
Fig. 2(f) (amplitude of qr is about -0.3 rad).
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4 Results for Grasping Objects

The effectiveness of the ISMC is further tested with different objects namely a
hard spongy ball (Fig. 3(a)) and a soft balloon (Fig. 3(b)). The single tactile
pressure sensors (SPTS) which are mounted on the fingers in particular for the
thumb, index and ring fingers is also depicted in the above mentioned figures.

The compliant control performance is shown in Fig.4(a) and Fig. 4(b) for the
spongy ball and the balloon respectively. It is clearly seen that the compliance
results are satisfactorily achieved for different objects (i.e. q follow closely the
virtual demand qr). The reference model is designed so that both objects can be
grasped and held up effectively. It is noted that the spongy ball requires higher
stiffness, for which Ki = 20 while for the balloon Ki = 15.

(a) Spongy Ball (b) Balloon

Fig. 3. Tested objects for practical compliance
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Fig. 4. Tested objects for practical compliance



56 J. Jalani et al.

5 Conclusions and Future Work

In this paper, we propose a novel approach for active compliant control via Inte-
gral Sliding Mode Control (ISMC). Tactile pressure sensors are mounted on the
BERUL fingers to measure the interaction force. The effectiveness of the com-
pliance controller when grasping different objects has been successfully demon-
strated. It has been shown that levels of compliance can be designed based on
the investigated object. Apart from introducing a mass-spring damper reference
model, the ISMC is renowned to be robust towards nonlinearity and uncertain-
ties. This is in particular eliminating the friction and stiction emanated from
BERUL fingers and touched objects. Future work will consider the automatic
design of reference models via experimental tests.
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Abstract. This paper proposes a generation method of facial expres-
sions using fuzzy measure and fuzzy integral for robotic heads. Human’s
emotion state can be represented by a fuzzy measure which can effec-
tively deal with ambiguity. Because facial expressions are usually am-
biguous such that it is difficult to discern emotions and assign a sharp
boundary to each emotion. In this method, users can adjust the person-
ality of robot by assignign fuzzy measure to every set of emotions. The
partial evaluation values of the current emotion state are obtained from a
difference between the ideal basic emotion states and the current emotion
state. The Choquet integral of the partial evaluation values with respect
to the fuzzy measure is calculated to decide which emotion should occur.
The effectiveness of the proposed method is demonstrated through com-
puter simulations and experiments with a robotic head with 19 degrees
of freedom, developed in RIT Lab., KAIST.

Keywords: Robotic head, facial expression, fuzzy integral, fuzzy
measure.

1 Introduction

Robots have been steadily coming into our daily life. They need interaction ca-
pability to provide humans with better service. A desired approach to make
natural human-robot interaction (HRI) is learning from human-human interac-
tion (HHI) [1]. In HHI, facial expressions play an important role. According to
the psychologist Mehrabian, 55% of information is delivered by non-verbal com-
munications [2],[3]. As facial expressions are essential components in non-verbal
communication, they are also important in HRI.

The robotic head Kismet generated facial expressions using a three dimension
emotional space and an interpolation [4]. It could produce natural facial expres-
sion transitions. However, it could not produce facial expressions dynamically
and the interpolation was done by assuming that facial expressions were chang-
ing linearly. Besides Kismet, many researches have been progressed to generate
natural facial expressions for robotic heads. J.-W. Park used linear dynamic
affect-expression model to generate facial expressions for mascot type robotic
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heads[5]. Y. Matsui used recurrent network to consider the time in generating
facial expressions[6]. T. B. Bui applied fuzzy rule based system to generate facial
expressions,[7]. However, these methods did not consider the personality of the
robot. Considering the various facial expressions according to people,even in the
same emotion state, personality of the robot should be reflected in generating
facial expressions.

In this paper, a generation method of facial expressions for robotic heads us-
ing the fuzzy integral and fuzzy measure is proposed. Fuzzy measure is assigned
to every sets of emotions according to the personality of the robot. The partial
evaluation values of the current emotion state are obtained from a difference
between the ideal basic emotion states and the current emotion state. The Cho-
quet integral of the partial evaluation values with respect to the fuzzy measure
is calculated to decide which emotion will occur with a certain degree. The effec-
tiveness of the proposed method is demonstrated through computer simulations
and experiments with a robotic head with 19 degrees of freedom, developed in
RIT Lab., KAIST.

In Section 2, a robotic head is introduced. In Section 3, a method of generating
facial expressions using the fuzzy integral and fuzzy measure is proposed for
robotic heads. In Section 4, computer simulations and experimental results are
presented. Finally, concluding remarks follow in Section 5.

2 Robotic Head

Robotic head’s width, height, length and weight are 16 cm, 26 cm, 25 cm and 2.85
kg, respectively. It contains a stereo camera which can receive three dimension
images. Totally, 15 servo motors generate facial expressions and 4 DC motors
control the movements of neck. Table 1 shows the movements of each part, which
is designed based on the facial action coding system [8]. Digital signal processors
(DSP) and electrically programmable logic devices (EPLD) control a robotic
head. Servo motors are controlled every 20 ms and DC motors are controlled
every 5 ms.

Fig. 1. Robotic head and control diagram
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Table 1. Movements of each part

Parts Degrees of freedom Movements

Jaw 3
Up and down, left and right,

forward and backward

Upper lip, Lower lip 2, 2 Stretch of left and right ends

Eyes 2 Up and down, left and right

Left eye brow, Right eye brow 2, 2 Up and down, left and right

Left eyelid, Right eyelid 1, 1 Up and down

Neck 4
Yaw, pitch, roll axes

One more for pitch axis

3 Facial Expression Generation

3.1 Fuzzy Measure and Fuzzy Integral

In this paper, fuzzy measure is used to express the personality of the robot and
the Choquet fuzzy integral is used to generate facial expressions. Fuzzy measure
means an importance of each set. Among various fuzzy measures, Sugeno λ-fuzzy
measure is used to reflect the personality of the robot. Fuzzy measure is defined
in the following [9].

Definition 1 : A fuzzy measure on the set X of symbols is a set function g :
P (X) → [0, 1] satisfying the following axioms:
i) g(∅) = 0, g(X) = 1;
ii) A ⊂ B ⊂ X implies g(A) ≤ g(B).

The Sugeno λ-fuzzy measure satisfies the following [10]:

g(A ∪ B) = g(A) + g(B) + λg(A)g(B). (1)

Note that users can set a proper λ value, −1 ≤ λ ≤ ∞, to adjust the rela-
tionship among emotions. If λ is smaller than zero, it means two symbols are in
a positive correlation. If λ is greater than zero, it means two symbols are in a
negative correlation.

The choquet integral is used to generate facial expressions, which is defined
in the following [11].

Definition 2 : Let h be a mapping from finite set X to [0,1]. For xi ∈ X, i =
1, 2, . . . , n, assume h(xi) ≤ h(xi+1) and Ei = {xi, xi+1, . . . , xn}. The Choquet
fuzzy integral of h over X with respect to the fuzzy measure g is define as

∫
X

h ◦ g =
n∑

i=1

(h(xi) − h(xi−1))g(Ei), h(x0) = 0. (2)

In (2), fuzzy measure g should be calculated for all the power sets of X . Partial
evaluation values h are derived from a difference between the ideal basic emotion
states and the current emotion state.
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Table 2. Relative importance among emotions

Anger Disgust Fear Happiness Sadness Surprise

Anger 1.0000 0.8333 0.7000 0.5000 0.8000 0.5556

Disgust 1.2000 1.0000 0.8000 0.5556 0.9000 0.6250

Fear 1.4286 1.2500 1.0000 0.6667 0.8000 0.7142

Happiness 2.0000 1.8000 1.5000 1.0000 1.2000 2.0000

Sadness 1.2500 1.1111 1.2500 1.2000 1.0000 0.8333

Surprise 1.8000 1.6000 1.4000 0.5000 1.2000 1.0000

3.2 Weight Assignment

According to the Ekman’s research, the number of human’s basic emotions is six,
i.e. happiness as a positive emotion, surprise as a neutral emotion and anger,
disgust fear and sadness as negative emotions [12]. These six parameters are
used to represent the robots emotion states and each parameter represent each
emotion’s degree. It is a difficult task to assign all the fuzzy measures satisfying
the axioms of fuzzy measure and to design user’s desired personality by hand.
In this paper, λ and φs transformation are used to identify fuzzy measures [13].

Every two pairs should be compared to assign the relative importance in Table
2. Each number means the relative importance of emotion in the row compared to
emotion in the column. Therefore, diagonal terms should be one and users should
assign the upper triangular values of Table 2. Then lower triangular part will be
filled automatically with the reciprocal numbers of the upper triangular values.
The normalized values of each row’s summation are weights on each emotion. For
example, if users want to make a positive personality robot, happiness should
more important than other emotions. From Table 2, weight on each emotion is
{anger, disgust, fear, happiness, sadness, surprise} = {0.113, 0.126, 0.151,
0.245, 0.171, 0.193}.

3.3 Fuzzy Measure Identification

Based on the weights on each emotion, a fuzzy measure on a set A is identified
as follows:

μλ(A) = φλ+1(
∑
i∈A

ui) =
λu1+u2+...+un − 1

λ
(3)

where φ is the φs transformation, ui is the weight of i-th symbol and λ is the
interaction degree.

3.4 Partial Evaluation

The current emotion state of the robot is used for calculating the partial
evaluation values. Let us denote the current emotion state by a vector X =
[x1; x2; . . . ; x6]T , where xi, i = 1, 2, . . . , 6 is between 0 and 1. The six parameters
are used to represent each emotion, i.e. x1, x2, . . . , x6 represents anger, disgust,
fear, happiness, sadness, and surprise, respectively.
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The partial evaluation values are produced from a difference of the
current emotion state vector and the ideal emotion state vectors. Let Si =
{si1; si2; . . . ; si6}T , i = 1, 2, . . . , 6 denote the ideal emotion state vector. The
ideal emotion state vector is defined as a state vector when a certain emotion is
fully occurred. The ideal emotion state vectors parameter sij , i, j = 1; 2; . . . ; 6 is
calculated as follows:

sij =
{

0 if i �= j
1 if i = j. (4)

For example, anger is fully occurred when a robot’s emotion state vector is S1 =
{1; 0; 0; 0; 0; 0}T . E = {E1; E2; . . . ; E6} is a distance matrix from the current
emotion state vector to the ideal emotion state vectors, which is calculated as
follows: ⎛

⎜⎜⎜⎜⎜⎝

E1

E2

...
E5

E6

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

I − |S1 − X |
I − |S2 − X |

...
I − |S5 − X |
I − |S6 − X |

⎞
⎟⎟⎟⎟⎟⎠ (5)

where Ei = {ei1; ei2; . . . ; ei6}T is a size six vector and I = {1; 1; 1; 1; 1; 1}T .
Each eij has a different importance in the evaluation of the i-th emotion. For
example, when anger expression is generated, anger parameter is more important
than other parameters. Therefore, eii should be considered more than other
parameters in Ei. e2

ii is multiplied to Ei to get partial evaluation vector Hi such
that the partial evaluation matrix H = {H1; H2; . . . ; H6} is calculated as follows:⎛

⎜⎜⎜⎜⎜⎝

H1

H2

...
H5

H6

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

e2
11 × E1

e2
22 × E2

...
e2
55 × E5

e2
66 × E6

⎞
⎟⎟⎟⎟⎟⎠ (6)

where Hi = {hi1; hi2; . . . ; hi6}T is a size six vector. Each Hi, the partial evalua-
tion value h in (2), is integrated along with the fuzzy measure g from (3) through
the Choquet integral. Each Hi are globally evaluated and the biggest emotion is
selected to generate facial expressions.

4 Computer Simulation and Experiment

4.1 Simulation

The transition between two similar emotions was simulated. Initial emotion state
vector was set as X = {Anger, Disgust, Fear, Surprise, Sadness, Surprise}
= {0.45, x2, 0.15, 0.08, 0.16, 0.05} and the disgust parameter x2 was increased
from zero to one.
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Fig. 2. Transition from anger to disgust

Fig. 3. Comparison between positive personality and negative personality. (a) Positive
robot (b) Negative robot
.

In Fig. 2, X, Y1 and Y2-axes represent the disgust parameter, the normalized
motor output value and the selected emotion, respectively. When the disgust
parameter was zero, anger was selected. As the disgust parameter value was
increased, anger was still selected however the magnitude of output decreased
because the disgust parameter moved far from zero to one. In addition, the
partial evaluation value in (6) is a function of e2

ii so that the output decreased
like second-order equations. The transition occurred when the disgust parameter
was around 0.35. After the transition, disgust was selected and its magnitude
became larger when the disgust parameter increased.

Comparison between two personalities was simulated. A robot with positive
propensity was tuned to have the highest weight on the happiness and robot with
negative propensity was tuned to have the highest weight on the disgust. Initial
emotion state vector was set as X = {Anger, Disgust, Fear, Surprise, Sadness,
Surprise} = {0.1, 0.5, 0.15, x4, 0.16, 0.05} and the happiness parameter x4 was
increased from zero to one.

In Fig. 3, X, Y1 and Y2-axes represent the happiness parameter, the output
value by a blue line and the selected emotion by a red line, respectively. Black
vertical line represents 0.5 which was the same with the disgust parameter’s
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initial value. Fig. 3(a) shows the output of a robot with negative propensity
and Fig. 3(b) shows the output of a robot with positive propensity. A positive
robot changed to happiness facial expressions in a lower degree of happiness
parameter than a negative robot. The difference of emotion selection was caused
by the fuzzy measure.

4.2 Experiment

The transition between two opposite emotions was tested. When the disgust
parameter was dominant, the happiness parameter increased to make happiness a
dominant emotion. Fig. 4 shows the transition from disgust emotion to happiness
emotion.

Facial expressions were changed from Fig. 4(a) to Fig. 4(d). The transition
had a little discontinuity because at the transition point, facial movements were
generated suddenly due to change of selected emotion. However, facial expression
transitions between opposite emotions including a transition from disgust to
happiness do not usually happen in daily life.

The transition from anger to disgust was tested. Two emotions are so similar
that they often appear together and some people are confused in distinguishing
them. Facial expressions were changed from Fig. 5(a) to Fig. 5(d). It showed a
continuous facial expression transition and did not have any discontinuity as in
Fig. 4. Both facial expressions are similar and these facial expression transitions
are happened frequently in daily life.

Fig. 4. Transition from disgust to happiness

Fig. 5. Transition from anger to disgust

5 Conclusion

In this paper, facial expression generation using the fuzzy measure and fuzzy
integral was proposed and applied to a robotic head. The proposed method used
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the Sugeno λ-fuzzy measure to reflect a robot’s personality. The partial evalua-
tion values of the current emotion state were obtained from a difference between
the ideal basic emotion states and the current emotion state. The partial evalu-
ation values were integrated along with the fuzzy measure through the Choquet
integral to generate facial expressions. The proposed method was demonstrated
by the experiments with a robotic head and it could generate natural facial
expressions.
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Abstract. In this paper, a parallel link joint module (PLJM) is developed to 
achieve three degree-of-freedom (DOF) joint motions with respect to a fixed 
center of rotation. The proposed 3-DOF spatial PLJM is configured with three 
linear screw actuators, a base platform, a movable platform, a central bar, and 
seven ball joints. Due to similar motion characteristics, the PLJM can be used to 
construct 3-DOF joints of humanoid robots such as hip, ankle, and shoulder 
joints. Meanwhile, the motions of neck, waist, and wrists can be also 
constructed using the PLJM. In addition to parallel kinematics mechanism 
features, the linear screw actuator based PLJM also provides power saving 
benefits. That is, the PLJM only consumes energy when the PLJM works. As a 
consequence, humanoid robots constructed using the PLJM may provide longer 
service time when compared to rotary based joints. Structurally, a PLJM is 
desired as the connection of a 3-DOF joint and a follower limb; therefore, the 
PLJM may simplify the mechanical structure of humanoid robots. In addition to 
the PLJM design, the kinematics, trajectory controls, and interactive sensor 
integrations are implemented in this paper. Several interesting experiments are 
demonstrated to verify our approaches.  

Keywords: parallel robots, path planning for manipulators, mechanism design. 

1   Introduction 

Parallel kinematics [1]-[3] are popularly used in robotic manipulators. Advantages of 
parallel mechanisms are low inertia, high rigidity, simple structure, zero-accumulation 
error, high static loading capacity, etc. Parallel link based manipulators are widely 
applied to machine tools [4], medical procedures [5], humanoid robots [6], gait 
simulations [7], etc. Because the manipulation path of a parallel mechanism may 
perform similar spatial motion characteristics with human beings, parallel 
mechanisms are practical to construct the joint of humanoid robots such as the neck 
[8], ankle [9], and shoulder [10]. At the same time, the parallel mechanism can be also 
used to develop the walking chair [11]. 

By exploring the body skeleton structure and the joint motion characteristics of 
human beings, 3-DOF spatial motions appear in most of joints. The hip, ankle, and 
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shoulder are ball joints. In addition, although the neck, waist, and wrist are not fitted 
into ball joints, they may be approximated as 3-DOF spatial joints for simplicity when 
their motions are investigated.  

In general, biped humanoid robots are developed to perform similar morphological 
structures and motion characteristics with human beings. From the viewpoints of a 
human’s skeleton structure, degree of freedoms and range of motions are crucial 
design issues for a humanoid robot. Motions of a humanoid robot are generated via 
driving the joints. Therefore, the joint design hugely affects the motion performance 
of humanoid robots.  

Joints of most humanoid robots are developed using rotary motor and gear trains. 
Three rotary gear motors are organized in three independent orthogonal axes to form a 
conventional 3-DOF spatial joint. Nevertheless, the gear backlash, mechanism 
complexity and size of such joints are major design problems for humanoid robots. In 
order to reduce the backlash as well as the weight and size of gear trains, expensive 
harmonic drive gear trains are used [12]. Meanwhile, the inertia, loading capacity, and 
accumulated errors are other concerns of rotary gear motor configurations.  

From the biomechanics viewpoints of human beings, ball joint structures are 
composed of a bone frame with a ball socket and a diaphysis with a ball head, as 
shown in Fig. 1. Relative motions appear between the bone frame and diaphysis.  

For human beings, joints are driven in terms of parallel tendons, and concentrations 
of muscle skeleton fibers (tendons) result in the motions of the corresponding joint. 
Therefore, the 3-DOF joint of a humanoid robot can be developed based on this 
concept. This idea also appeared in [13]. Based on this design concept, relative 
motions between the bone frame and diaphysis can only be achieved in a parallel 
driven manner. As a consequence, the 3-DOF joint can be driven by controlling the 
connected parallel links.  

In this paper, a PLJM is developed to simulate 3-DOF joint motions with respect to 
a fixed center of rotation. The proposed 3-DOF spatial PLJM is configured with three 
linear screw actuators, a base platform, a movable platform, a central bar, and seven 
ball joints. Several literatures used pneumatic sources to drive parallel links such as 
[13]-[14], and they may result in the portable and mobile problems. In this study, 
linear screw actuators are used to provide convenient power sources, simplified 
wiring, and accurate control performance.  

Spatial
Relative Motions

Spatial
Relative Motions

Bone Frame with a Ball Socket

Diaphysis With a Ball Head
 

Fig. 1. 3-DOF joint structure of a biomechanics investigation 
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On the other hand, power consumptions are also another issue for biped humanoid 
robots. The power consumption represents a huge difference between wheeled and 
biped robots. Discarding the number of motors, the wheel robot consumes little power 
when the robot stops. However, the humanoid robot continuously consumes energy 
when the robot stands still if rotary gear motors are used. The reason is that 
continuous power outputs of rotary gear motors on the joints have to overcome the 
gravity of body weights. If the rotary gear motor stops its output power, the humanoid 
robot will fall down.  

Contrarily, the linear screw actuator is a non-reversible mechanism. That means the 
motor can drive the screw so that the output translational motion can be desired; 
nevertheless, the translational motion is impossible to result in the rotations of the 
screw. Therefore, the humanoid robot can stand still without any power outputs using 
the linear screw actuators. This feature may save large amount of energy when the 
humanoid robot does not move frequently. This concept is beneficial to the 
applications of exhibitions and guards that need long time services and infrequent 
movements. More specially, depletions of powers and failures of motors will not 
result in the danger of suddenly falling down.  

Although the linear screw actuator based PLJM performs better power saving 
solutions for humanoid robots when compared to conventional rotary gear motor 
solutions, slow responses of screw actuators and non-reversible motions are the 
drawbacks. Therefore, the linear screw actuator based PLJM may be appropriate for 
the humanoid robots with slow walk speed. On the other hand, current feedback 
approaches can be further developed for the linear screw actuator to ensure safety. If 
the safety of the PLJM can be guaranteed in the future, this study would be applied to 
the prostheses.  

Finally, this paper is organized as follows: section 2 describes the mechanical 
design; section 3 elaborates the kinematics and trajectory control; section 4 represents 
the controller implementations and interactive sensor integrations; section 5 
demonstrates the experiments and results; and the conclusions and future works are 
summarized in section 6.   

2   Mechanical Design 

In this paper, a parallel link joint module (PLJM) is developed to simulate 3-DOF 
spatial joint motions of human beings. The proposed 3-DOF spatial PLJM is 
configured with three linear screw actuators, a base platform, a movable platform, a 
central bar, and seven ball joints. A central bar is vertically fixed on the base platform 
at its proximal side. The distal side of the central bar connects a ball joint, and this 
ball joint further connects to a movable platform via a ball socket.  

Three linear screw actuators are used to form controllable parallel links. The DC 
motor, gear trains, linear screw, and magnetic type encoders are installed inside the 
linear screw actuator. Two ball joints are connected to two sides of the linear screw 
actuator. Each ball joint of a linear screw actuator connects to the base platform and 
the movable platform, respectively. The photos of a linear screw actuator with two 
ball joints and an assembled PLJM is shown in Fig. 2.  
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Fig. 2. Linear screw actuator and assembled PLJM module 

The mobility of the PLJM is also discussed. This spatial linkage consists of eight 
links, three screw translation joints, and seven ball joints. By referring to the 
Kutzbach criterion [15], the mobility of the PLJM is 6 where 3 of them can be treated 
as idle degrees of freedom. That means the symmetric rotations of linear screw 
actuator will not affect relative motions of the movable platform and the based 
platform. Therefore, three linear screw actuations are capable of manipulating the 
movable platform of a PLJM with a desired orientation within the mechanism 
reachable workspace.  

The link parameters of this PLJM are summarized in table I. The movable platform 
of a PLJM is initially placed in parallel to the based frame, and the elements of an 
initial posture vector are all zeros in three rotary coordinates. The based and movable 
platforms are made using engineering plastic. The overall height of a PLJM is 315 
mm, and the weight is 4.4 Kg. The radius of central bar is 15 mm.  

Such PLJM modules can be used to construct the hip, ankle, shoulder, neck, waist, 
and wrist joints of a biped humanoid robot. An example is shown in Fig. 3. This robot 
is configured with 14 joint modules (totally, 34 DOFs), where 10 of them use the 
PLJM modules. This structure is quite simple because most of the components are 
assembled using the proposed PLJM modules.  

3   Kinematics and Trajectory Control 

Based on the mechanism design of Fig. 2, the inverse kinematics of a PLJM is 
evaluated for the link length control purposes. The kinematic diagram is shown in Fig. 
4. The posture vector is defined as θ = [θx, θy, θz]

T, and it represents the relative 
orientation of a movable platform with respect to (w.r.t.) a base platform. O is the 
center (origin) of a base platform, and e is the center (origin) of a movable platform. 
A1, A2, and A3 are coordinates of ball joints on a base platform with respect to origin 
O. b1, b2, and b3 are coordinates of ball joints on a movable platform with respect to 
origin e. Zb1, Zb2, and Zb3 are coordinates of ball joints on a movable platform with 
respect to origin e for a zero posture vector (θ = [0, 0, 0]T). B1, B2, and B3 are 
coordinates of ball joints on a movable platform with respect to origin O. L1, L2, and 
L3 are lengths of linear screw actuators. Th = [0, 0, h]T, and it indicates a fixed 
coordinate translation between the base and movable platforms.  
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Table 1. Link Parameters 

Sy 
mbol 

Quantity Description 

Φ 120 mm Diameter of base frame 
ψ 100 mm Diameter of movable frame 

h 300 mm Length of central bar 
R 80 mm Distance of ball joint to base frame center 
r 50 mm Distance of ball joint to movable frame center 

ZL1 ( )22 rRh −+  Initial length of linear screw actuator # 1 

ZL2 ( )22 rRh −+  Initial length of linear screw actuator # 2 

ZL3 ( )22 rRh −+  Initial length of linear screw actuator # 3  

1

2

3

4
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Fig. 3. Constructing a humanoid robot using 10 PLJM modules 
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Fig. 4. Kinematic diagram of a PLJM module 

At the beginning of operations, initial coordinates of each frame are defined as 
shown in (1) – (6).  

A1 = [R cos(0), R sin(0), 0]T                                              (1) 

A2 = [R cos(2π/3), R sin(2π/3), 0]T                                            (2) 

A3 = [R cos(4π/3), R sin(4π/3), 0]T                                        (3) 

Zb1 = [r cos(0), r sin(0), 0]T                                             (4) 

Zb2 = [r cos(2π/3), r sin(2π/3), 0]T                                          (5) 

Zb3 = [r cos(4π/3), r sin(4π/3), 0]T                                          (6) 
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By introducing the Eular-Angle representations, any posture change of the 
movable platform (θ = [θx, θy, θz]

T) will result in a new set of coordinates of b1, b2, 
and b3. In a practical application, the control of a PLJM module needs to find the 
posture angles of θx, θy, and θz. In this study, the problem of defining the posture 
angles of θx, θy, and θz are developed by knowing the normal vector (P) and the roll 
angle (θz) of a movable platform.  

In general, the roll angle (θz) of a movable platform is desired by users for different 
manipulation purposes. The rotations with respect to X and Y axes may result in the 
transitions of normal vectors. θx defines the coordinate rotations with respect to X 
axis, and θy defines the coordinate rotations with respect to Y axis. Different rotation 
sequences of θx and θy may result in different postures of the movable platform. 
Therefore, the first task is to define the rotation sequence for a given normal vector, P 
= [Px, Py, Pz]

 T so that the axis of a movable platform (ez) is colinear with vector P.  
Initially, a point P in the e coordinate system is to transform as ez, and then these 

angles are used to find posture vectors. As consequence, the transformation matrix 
can be found. Detailed procedures are elaborated as the following steps. 

1. Rotate P w.r.t. X axis to the X-Z plane with the angle θyz.  

θyz  = tan-1(Py / Pz)                                                    (7) 

2. Transform P to X-Z plane w.r.t. X axis with θyz as P1 = (P1x, 0, P1z). Note that the 
y- component must be zero because point P1 is on the X-Z plane. The coordinates 
transform matrix (TmpRx) [16] is used for this transformation, as shown in (8) – 
(9). Where s˙ indicates sin(˙); and c˙ indicates cos(˙) 

1 0 0

0

0
x yz yz

yz yz

TmpR c s

s c

θ θ
θ θ

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

                                            (8) 

P1= TmpRx × P                                                   (9) 

3. Rotate P1 w.r.t. Y axis to the Z axis with the angle θxz. The transformed coordinate 
will be on the Z-axis.  

θyz  = −tan-1(Px/ Pz)                                             (10) 

4. Based on the knowledge of θyz, and θxz, the x- and y- components of a posture 
vector can be defined in terms of inverting the signs of θyz and θxz, respectively. 
Equations of (11) – (13) show the results. 

θx  = −θyz                                                      (11) 

θy  = −θxz                                                      (12) 

5. Based on the posture vector of [θx, θy, θz]
T, the Z-axis with a roll angle can be 

properly transformed to a desired normal vector (P) via inverting the 
transformation sequences of step 1 and step 3. A resulting transformation matrix 
for this posture vector is indicated in (13). 
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( ) ( ) ( )

1 0 0 0 0

       0 0 1 0 0

0 0 0 0 1

trans x x y y z z

y y z z

x x z z

x x y y

R R R R

c s c s

c s s c

s c s c

θ θ θ

θ θ θ θ
θ θ θ θ
θ θ θ θ

=

⎡ ⎤ −⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥= − ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥−⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

 
(13)

 

Based on these steps, the coordinates of three ball joints with respect to a given 
normal vector and a roll angle can be obtained by multiplying the Rtrans with their 
initial positions. At the same time, these coordinates w.r.t. O coordinate system can 
also be calculated. These equations are shown in (14) – (15).  

bi  = Rtrans × Zbi, where i = 1 to 3.                                (14) 

Bi  = bi＋Th, where i = 1 to 3.                                     (15) 

Finally, the inverse kinematics can be solved by finding the length of three linear 
screw actuators using the Euclidean distance, as shown in (16).  

Li  = ∥Ai－Bi∥ , where i = 1 to 3.                                 (16) 

On the other hand, to avoid intersections of parallel links, three parallel links’ 
vectors and a central bar vector are evaluated, as shown in (17) – (18).  

0V e O= −
JJJJJJJJG                                                        (17) 

i iiV A B= −
JJJJJJJJG

, where i = 1 to 3.                                      (18) 

The minimum distance (dij) of any two link vectors i and j (i, j = 0 to 3; i≠j) can be 
evaluated as (19). Where Ai can be referred to Fig. 4, and A0 indicates the origin of 
base frame (O).  

,

i j

i ji j

i j

V V
d A A

V V

×
= •

×

JJJG JJJG
JJJJJJG

JJJG JJJG , where i, j = 0 to 3.                              (19) 

The intersection of a PLJM is defined as the minimum distance (dij) of any two 
links is less than the sum their link cylinders’ radius. Usually, a safety factor is also 
used to overcome the control and structure uncertainties. If the intersection is 
happened, the desired posture is not reachable.  

In summary, the trajectory control for a PLJM module can be divided as the 
following procedures: 

1. Define the sequence of spatial normal vectors and roll angles of the movable 
platform according to manipulation purposes.  

2. Apply these spatial normal vectors and roll angles to calculate the corresponding 
posture vectors and coordinate transformation matrices.  

3. Use the coordinate transformation matrix to obtain ball joint coordinates of the 
movable platform. 

4. Evaluate the reachability of a desired movable platform posture using the 
minimum distance between any two parallel links.  
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5. Calculate the lengths of three linear screw actuators between the based and 
movable platforms if the desired posture is reachable. At the same time, the length 
should be within the stroke of the linear screw actuator. These lengths will be used 
to control the corresponding actuators so that the movable platform may reach a 
desired orientation.  

4   Implementations and Interactive Sensor Integrations 

4.1    Controller Implementations 

In addition to the mechanism design, PLJM fabrication, kinematics, and trajectory 
control, a PLJM control system is also developed. The control system is composed of 
three closed-loop motor controllers. Each closed-loop motor controller is 
implemented using a DSPic30F2010 [17] based microcontroller, and it is responsible 
of UART communications, motor encoder counting, closed loop proportional–
integral–derivative (PID) position servo control algorithm, and generating pulse-width 
modulation (PWM) outputs, as shown in Fig. 5.  

Three DC motor controllers are integrated to control a 3-DOF PLJM module via 
half-duplex (universal asynchronous receiver/ transmitter) UART communications. 
Each DC motor controller is identified using an ID (1 to 3) for individual 
communication purposes, as shown in Fig. 6. On the other hand, in order to verify the 
performance of trajectory control, a laser pointer (with control ID: 0) is used. The 
laser pointer is mounted on the center of a movable platform, and its laser beam 
indicates the normal direction of this movable platform. The laser beam may project 
on a parallel plate which is parallel to the base frame. By capturing continuous 
exposure in the same frame of a camera, a continuous trajectory can be recorded to 
evaluate the performance of trajectory controls.  

It is noted that the singularity of the PLJM can be simply resolved using slightly 
control delay of three actuators when the current posture of a PLJM is in a singularity, 
such as the initial zero posture vector. This operation may resolve the uncertainty of 
movements (non-unique solution of forward kinematics) when the PLJM is in a 
singularity situation.  
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Input
Interfaces

------------------------
Position Command s

Encoders
Motor Current

Resources
---------- --------
Control Gains

PID Control
-----------------
Control Law

Output
Interfaces

----------------------
PWM Pulses

UART/
QEI/
AD

UART: Universal Asynchronous Receiver/Transmi tter
QEI: Quadrature Encoder Interface
PWM: Pulse Width Modulation

PWM

PC
Host 

Computer

H-Bridge
PWM 
Power
Drive

A/B Phase Pulses

UART
3-Axis

Accelerometer
Module

Zigbee

Zigbee

 

Fig. 5. Closed loop motor control architecture 
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Fig. 6. Control network topology of PLJM manipulations 

4.2   Interactive Sensor Integrations 

The PLJM may simulation human’s 3-DOF joint motions. In order to demonstrate its 
3-DOF joint motion capability, a tri-axis accelerometer (type: Hitachi H48C [18]) 
module combining with a wireless sensor node (BAT mote [19]) is attached on 
human’s head and wrist to measure the joint motions of the neck and wrist, as shown 
in Fig. 7. The human’s joint motions are further transmitted to the PC via the Zigbee 
communications, as shown in Fig. 5 – 6. By using wireless sensor network, it is more 
convenient for joint motion measurements.  

BAT Mote
Wireless

Zigbee Module

3-Axis
Accelerometer

9V Battery

 

Fig. 7. Tri-axis accelerometer module with Zigbee wireless sensor node 
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Fig. 8. Graphical user interface for PLJM control 
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Finally, a graphical user interface is implemented using the Microsoft Visual C++ 
[20] for the collections of pen-pad data and human’s joint motion signal as well as 
trajectory controls, as shown in Fig. 8.  

5   Experiments and Results 

5.1   Pen Drawing Path Experiments 

Two pen drawing experiments are done via writing a word and drawing a star using a 
commercial pen-pad. The pen trajectories will be recorded, and then converted  
to normal vectors of the movable platform. The posture vectors are further calculated 
to generate the lengths of linear screw actuators. This program may automatically 
divide the whole trajectory into individual path segments, so that the output of the 
laser pointer can be desired. A camera is continuously exposing to form an entire path 
on the same frame. Fig. 9 shows the experimental results. Two charts indicate the 
control length (in motor shaft encoder pulses) of three linear screw actuators for  
two experiments. These results verify the proposed trajectory control approaches. 
Nevertheless, the trajectory control performance can be further improved in terms  
of enhancing assemble accuracy of the PLJM and reducing backlashes of linear 
screws. 

 

Fig. 9. Trajectory controls of pen-pad inputs for a ‘LOVE’ word and a star 

5.2   Human’s 3-DOF Joint Motion Following 

The human’s 3-DOF joint motion following capacity is also evaluated. The first 
experiment is done by mounting the tri-accelerometer on the user’s wrist. The 
PLJM moves its movable platform following the wrist’s postures. Fig. 10 shows 
the experimental results of five different wrist postures. In addition, another 
experiment is done by mounting the tri-accelerometer on the user’s head. The 
PLJM also moves its movable platform following the head’s postures. Fig. 11 
shows the experimental results of five different head postures. Hence, these 
experiments successfully demonstrate that the PLJM may follow 3-DOF joint 
motions of the wrist and neck.  
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Fig. 10. Trajectory control of following the wrist joint motions 

 

Fig. 11. Trajectory control of following the neck joint motions 

6   Conclusion 

In this paper, a PLJM module is proposed. The PLJM modules behaves similar joint 
motion characteristic with human’s 3-DOF joints. An experimental PLJM prototype is 
produced in our laboratory. The kinematics, trajectory control, and hardware 
implementations are all discussed in this paper. In the future, a full size humanoid 
robot will be developed by using the proposed PLJM modules to verify the feasibility 
of a PLJM based humanoid robot.  
 
Acknowledgments. This work is supported by National Science Council under Grant 
number 95-2221-E-011-226-MY3. 

References 

1. Yang, G., Chen, I.M., Chen, W., Lin, W.: Kinematic Design of a Six-DOF Parallel-
kinematics Machine with Decoupled-motion Architecture. IEEE Transactions on 
Robotics 20(5), 876–887 (2004) 

2. Seo, T.W., Kang, D.S., Kim, H.S., Kim, J.: Dual Servo Control of a High-tilt 3-DOF 
Microparallel Positioning Platform. IEEE/ASME Transactions on Mechatronics 14(5), 
616–625 (2009) 

3. Pierrot, F., Nabat, V., Company, O., Krut, S., Poignet, P.: Optimal Design of a 4-DOF 
Parallel Manipulator: from Academia to Industry. IEEE Transactions on Robotics 25(2), 
213–224 (2009) 



 Implementations and Controls of a 3-DOF Parallel Link Joint Module 77 

4. Wang, L., Wu, J., Wang, J., You, Z.: An Experimental Study of a Redundantly Actuated 
Parallel Manipulator for a 5-DOF Hybrid Machine Tool. IEEE/ASME Transactions on 
Mechatronics 14(1), 72–81 (2009) 

5. Li, Y., Xu, Q.: Design and Development of a Medical Parallel Robot for Cardiopulmonary 
Resuscitation. IEEE/ASME Transactions on Mechatronics 12(3), 265–273 (2007) 

6. Alfayad, S., Ouezdou, F.B., Namoun, F., Bruneau, O., Henaff, P.: Three DOF Hybrid 
Mechanism for Humanoid Robotic Application: Modeling, Design and Realization. In: 
IEEE/RSJ International Conference on Intelligent Robots and Systems, pp. 4955–4961 
(2009) 

7. Aubin, P.M., Cowley, M.S., Ledoux, W.R.: Gait Simulation via a 6-DOF Parallel Robot 
with Iterative Learning Control. IEEE Transactions on Biomedical Engineering 55(3), 
1237–1240 (2008) 

8. Sabater, J.M., Garcia, N., Perez, C., Azorin, J.M., Saltaren, R.J., Yime, E.: Design and 
Analysis of a Spherical Humanoid Neck Using Screw Theory. In: IEEE/RAS-EMBS 
International Conference on Biomedical Robotics and Biomechatronics, pp. 1166–1171 
(2006) 

9. Liu, G., Gao, J., Yue, H., Zhang, X., Lu, G.: Design and Kinematics Analysis of Parallel 
Robots for Ankle Rehabilitation. In: IEEE/RSJ International Conference on Intelligent 
Robots and Systems, pp. 253–258 (2006) 

10. Lenarcic, J., Stanisic, M.: A Humanoid Shoulder Complex and the Humeral Pointing 
Kinematics. IEEE Transactions on Robotics and Automation 19(3), 499–506 (2003) 

11. Marco, C., Giuseppe, C.: A New Leg Design with Parallel Mechanism Architecture. In: 
IEEE/ASME International Conference on Advanced Intelligent Mechatronics, pp. 1447–
1452 (2009) 

12. Kaneko, K., Harada, K., Kanehiro, F., Miyamori, G., Akachi, K.: Humanoid Robot HRP-3. 
In: IEEE/RSJ International Conference on Intelligent Robots and Systems, pp. 2471–2478 
(2008) 

13. Zhu, X., Tao, G., Yao, B., Cao, J.: Adaptive Robust Posture Control of Parallel Manipulator 
Driven by Pneumatic Muscles with Redundancy. IEEE/ASME Transactions on 
Mechatronics 13(4), 441–450 (2008) 

14. Takuma, T., Hayashi, S., Hosoda, K.: 3D Bipedal Robot with Tunable Leg Compliance 
Mechanism for Multi-modal Locomotion. In: IEEE/RSJ International Conference on 
Intelligent Robots and Systems, pp. 1097–1102 (2008) 

15. Gogu, G.: Chebychev–Grübler–Kutzbach’s Criterion for Mobility Calculation of Multi-
loop Mechanisms Revisited via Theory of Linear Transformations. European Journal of 
Mechanics - A/ Solids 24(3), 427–441 (2005) 

16. Kuo, C.H., Lee, M.Y., Huang, C.C., Hung, K.F., Chiu, Y.S.: Development of 3D 
Navigation System for Retained Auricular Prosthesis Application. Journal of Medical and 
Biological Engineering 23(3), 149–158 (2003) 

17. Microchip DSPic30F2010 datasheet, 
http://ww1.microchip.com/downloads/en/DeviceDoc/70118e.pdf 

18. Hitachi H48C tri-axis accelerometer datasheet, 
http://www.parallax.com/dl/docs/prod/acc/HitachiH48C3AxisAcce
lerometer.pdf 

19. BAT mote product information, 
http://www.bandwavetech.com/en/en_index.htm 

20. Microsoft visual C++ product information, http://www.microsoft.com/ 
 
 



Motion Recognition in Wearable Sensor System

Using an Ensemble Artificial Neuro-Molecular
System

Si-Jung Ryu and Jong-Hwan Kim

Department of Electrical Engineering, KAIST, 355 Gwahangno, Yuseong-gu,
Daejeon, Republic of Korea

{sjryu,johkim}@rit.kaist.ac.kr

http://rit.kaist.ac.kr

Abstract. This paper proposes an ensemble artificial neuro-molecular
system for motion recognition for a wearable sensor system with 3-axis
accelerometers. Human motions can be distinguished through classifica-
tion algorithms for the wearable sensor system of two 3-axis accelerom-
eters attached to both forearms. Raw data from the accelerometers are
pre-processed and forwarded to the classification algorithm designed us-
ing the proposed ensemble artificial neuro-molecular(ANM) system. The
ANM system is a kind of bio-inspired algorithm like neural network. It
is composed of many artificial neurons that are linked together accord-
ing to a specific network architecture. For comparison purpose, other
algorithms such as artificial neuro-molecular system, artificial neural net-
works support vector machine, k-nearest neighbor algorithm and k-means
clustering, are tested. In experiments, eight kinds of motions are ran-
domly selected in a daily life to test the performance of the proposed
system and to compare its performance with that of existing algorithms.

Keywords: Artificial neoro-molecular system (ANM), Motion recogni-
tion, Wearable sensor system, Ensemble network.

1 Introduction

A rapid development in computer technology has imposed a new computing en-
vironment. A computer is combined with an intelligent human-friendly interface
and will appear a new computing environment. This concept is represented by
a ubiquitous computing. Most of all, wearable computing leads a next genera-
tion computing based on ubiquitous computing. Wearable computing includes
not only intelligent computer that is worn to the body, but also just sensors
attached to the body. Nowadays, wearable computing technology has been used
in a variety of fields including sports, medical care, the game, etc. There are
also many researches about wearable computing, and exist two big issues about
wearable computing. One is a new computer environment that is combined with
human-friendly interface. Another is a wearable health care system that can help
patients and senior man at long distance.
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This paper proposes an ensemble artificial neuro-molecular (ANM) system
for motion recognition for a wearable sensor system with 3-axis accelerome-
ters considering a human-friendly interface. Many researches related to wearable
computing based on human-friendly interface have been conducted. In partic-
ular, human motion recognition using sensor systems is widely used. Hardware
platforms based on accelerometers are most popular. Other kinds of sensors such
as gyro sensors, pressure sensors and cameras can also be used for the hardware
platforms [1]. The sensors are attached to various locations such as forearms,
wrists, head, waist, legs, etc [2]. As for the classification, algorithms such as
classifier including neural network, support vector machine, k-means clustering,
k-nearest neighbor, etc., can be used [3]–[7].

For comparison purpose, the performance of the proposed ensemble ANM sys-
tem is compared with that of those algorithms. To demonstrate the effectiveness
of the proposed system, experiments are carried out for eight kinds of motions
that are randomly selected in a daily life. Also, its performance is compared
with that of existing algorithms including neural network, k-nearest neighbor,
support vector machine, and k-means clustering.

The rest of this paper is organized as follows. In Section 2, the ensemble
artificial neuro-molecular system is proposed. Section 3 describes the wearable
sensor system The experimental results are discussed in Section 4 and concluding
remarks follow in Section 5.

2 Ensemble Artificial Neuro-Molecular System

2.1 Artificial Neuro-Molecular System (ANM)

Artificial neuro-molecular system (ANM) is a biologically motivated system that
captures the biological structure-function relationships, and it possesses several
features that facilitate evolutionary learning [9].

Overall Structure: ANM mainly consists of four neurons, receptor neurons,
cytoskeletal neurons, reference neurons, and effector neurons. Receptor neurons
receive input data from outside and transform into an internal signal. Cytoskele-
tal neurons receive a signal from receptor neurons and fire an effector neuron.
Then finally, an effector neuron determines a class of input data. Reference neu-
rons play a role to supervise cytoskeletal neurons. The overall strucutre of ANM
is depicted in Fig. 1.

Cytoskeletal Neuron: A cytoskeletal neuron is composed of 8×8 sized site
array. Each site can have one of the three-types of components (C1, C2, or C3)
or none. Each site can also have MAP, readout enzyme, and readin enzyme.
A MAP links two neighboring components of different types together. Specific
combinations of cytoskeletal signals will activate a readout enzyme, which causes
the neuron to fire. A readin enzyme converts an external signal into a cytoskeletal
signal. For the details of signal flow in a cytoskeletal neuron, the reader is referred
to [8], [9].
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Fig. 1. Overall structure of ANM system

Reference Neuron: Two-layered reference neurons supervise cytoskeletal neu-
rons. High-level reference neuron chooses a bunch of low-level reference neurons,
while each low-level reference neuron chooses cytoskeletal neurons. Only selected
cytoskeletal neurons receive a signal from receptor neurons. The structure of the
reference neurons are described in Fig. 2.

Two-level Evolutionary Learning: In the ANM system, evolutionary learn-
ing is used as a learning method. It is progressed in two level, cytoskeletal neuron
level and reference neuron level as follows.

I. Evolutionary learning at cytoskeletal neuron level

1) Calculate the fitness value of each subnet.
2) According to the fitness value, copy the best three subnets to other subnets.
3) Mutate some of neurons in other subnets.

Fig. 2. Structure of reference neuron
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II. Evolutionary learning at reference neuron level

1) Calculate the fitness value of each high level reference neuron.
2) According to the fitness value, copy the best reference neuron to other refer-
ence neurons.
3) Mutate some of neurons in other subnets.

2.2 Ensemble ANM System

A single ANM system has poor performance if the number of classfication cate-
gories increases. In this case, the performance can be improved by constructing
ensemble network. There are several kinds of combination method which have
been frequently used: voting, weighted sum, Bayesian, etc. The results from each
independent network are integrated by a combination method which yields a new
single result. In this paper, th voting combination method is used. The key of
the voting combination is a majority vote. The final result is decided as the one
that most of individuals choose. In this paper, ensemble network is constructed,
which is composed of eight individual networks, as shown in Fig. 3.

Fig. 3. Ensemble ANM system

3 Wearable Sensor System

3.1 Hardware Structure

Hardware platform of the wearable sensor system mainly consists of accelerome-
ters and a communication module. Freescale MMA7260Q triaxial accelerometer
is selected as a measurement device, which has four different sensitivities, 1.5g,
2.0g, 4.0g, 6.0g. In this paper, 1.5g is used and two accelerometers, each of
which needs 3.3V for battery power, are attached to forearms, respectively, and
a communication module to a waist, as shown in Fig. Fig. 4. As for the micro-
controller, ATmega128 is used, which needs 5V for battery power. Considering
both of the accelerometer and micro-controller, a 5V dry cell type battery is
used so that a battery is directly connected to an ATmega128 and connected
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Fig. 4. Locations of sensors and a communication module

Fig. 5. Internal structure of the wearable sensor system

to the two accelerometers through a diode that drops electric pressure by 1.7V.
For communication, Zigbee module is used, which is connected to UART in AT-
mega128 board. The internal structure of the wearable sensor system is shown
in Fig. 5.

3.2 Data Collection

The output of the accelerometer is analog data, so ATmega128 converts it into
10-bit digital data. Also, acceleration data from the two accelerometers is col-
lected for each sampling time of 100ms for 3 seconds. In other words, acceleration
data of which length is 3 seconds will be an input data of classification algorithm.
In this case, there are two drawbacks: over-fitting problem and heavy computa-
tional complexity. Thus, a series of pre-processing steps is needed to solve the
problems. The steps are executed by data sampling, removal gravity acceleration
and quantization in order.

3.3 Pre-processing

Data Sampling: Raw acceleration data is obtained at 50Hz, but the mean of
every five acceleration data is used to reduce the complexity of the algorithm.

Removal Gravity Acceleration: Gravity acceleration is included to an accel-
eration data from the acceleromter. Because we are interested in a trajectory of
the acceleration data, an initial reference value is subtracted from the accelration
data. After this pre-processing, all initial values are set to 0 g.



Motion Recognition Using an Ensemble Artificial Neuro-Molecular System 83

Quantization: The ADC values are divided into five intervals and transformed
into 5 bit data. The quantization rule used is as follows:

Quantized data =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

00001 if − 300.0 < actual value < − 180.0
00010 if − 180.0 < actual value < − 60.0
00100 if −60.0 < actual value < 60.0
01000 if 60.0 < actual value < 180.0
10000 if 180.0 < actual value < 300.0 .

4 Experiments

4.1 Experimental Setup

We randomly selected eight kinds of motions in a daily life. Each motion is
defined in Table 1. A training set was obtained by repeating ten times for each
motion, and a test set was obtained by repeating five times for each motion. One
motion data was composed of six accelerometer values for 3 seconds.

Table 1. Motions

Motion No Motion
1 Halt
2 Swing two arms
3 Shake two arms back and forth
4 Stretch two arms forward
5 Put the hands behind the head
6 Greeting
7 Raise a right arm
8 Intend to hit something with left arm

4.2 Experimental Results

In the ANM system, mutatin rate for neurons, the number of receptor neuron,
the number of subnets, and cytoskeletal neurons in a subnet were set to 0.1, 120,
8, and 32, repectively. The termination condition was 800 generations. We used
multi-layered perceptron (MLP) trained with backpropagation for neural net-
works. Three hidden layers were used, and each hidden layer contains 5 neurons.
In the case of k-NN, we classifed motions based on closest training examples in
the 8-dimensional euclidean space. Finally, a 3rd order polynomial kernel func-
tion was used for SVM because input data was non-linear.

Table 2a, 2b shows that k-NN and SVM performed best. However, there are
drawbacks in k-NN and SVM. First, the performance of SVM is heavily influ-
enced by kernel functions which transform support vector. Actually, SVM had
the worst performance when inappropriate kernel functions were used. Second,
the performance of k-NN is dependent on k and types of motions. In other
words, k-NN might have poor performance for the classification problem of com-
plex motions. Artificial neuro-molecular (ANM) system has a similar structure
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Table 2. Accuracy for training and test data

(a) Training data

Classification Algorithm Training Data Accuracy
ANM 61.25%
ANN 68.75%
k-NN -
SVM 96.25%

K-Means Clustering 83.75%
Ensemble ANM 91.25%
Ensemble ANN 86.75%

(b) Test data

Classification Algorithm Test Data Accuracy
ANM 53.75%
ANN 46.00%
k-NN 95.00%
SVM 85.00%

K-Means Clustering 47.50%
Ensemble ANM 72.50%
Ensemble ANN 75.00%

as artificial neural network. Both algorithms have randomness and we do not
know how to classify data internally. In additions, both algorithms can classify
the data without specific pre-processing like a kernel. It means that performances
of classification is less affected by the input data. Therefore, it is reasonable to
compare the performances of ANN and ANM system. In actual practice, ANN
and ANM system have a similar performance and ANM system’s performance
is slightly better than ANN in accuracy for training data. It is also shown that
the proposed ensemble ANM network improves classification accuracy.

5 Conclusions

This paper proposed a novel ensemble artificial neuro-molecular (ANM) system
and applied it to motion classification in a wearable sensor system. The sys-
tem classified human motions when she/he wearing the system did some differ-
ent motions. Artificial neuro-molecular system employed two-level evolutionary
learning. As the performance of a single ANM system was poor, the ensemble
network of ANM systems was developed. As a result, classification accuracy was
improved as much as general classification algorithms’ accuracy. To test the per-
formance of the proposed ensemble ANM system, eight motions were randomly
selected in a dailtly life. The ANM system gave an accurate classification re-
sult for the eight motions. For comparison purpose, neural network, k-nearest
neighbor, support vector machine and k-means clustering were tested for the
same motions. As a result of the comparison, the performance of the proposed
ensemble ANM system was similar as that of other algorithms. Other sensors
such as gyro sensors, ECG sensors, image sensors as well as accelerometers could
improve the performance, which is left for future work.
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Abstract. This article focuses on how to use simple image processing techniques 
to realize a dynamic object detecting and tracking surveillance system on a 
SoPC. We try to mount a camera on a two-dimensional rotation machinery so as 
to dynamically search the environment by controlling the rotation of this ma-
chinery. In detection mode, the system rotates the machinery along a predefined 
path to capture images with fixed time interval and compare the images with their 
corresponding previously recorded reference images for determining if any in-
trusion objects appear. Once an intrusion object is detected, the system switches 
to tracking mode. In tracking mode, successive images are compared to find the 
most possible area in the image where the object locates. The color which oc-
cupies biggest region in this possible area in the image is finally recognized as the 
feature of the intrusion object. The resulting system has functions including in-
trusion detecting, object tracking, warning message sending, and internet remote 
watching and all these functions have been experimentally proven that they 
works well on the SoPC system simultaneously. 

Keywords: SoPC, FPGA, image processing, object tracking. 

1   Introduction 

Recently, surveillance systems with image recording functions become vital devices 
both in private and public places. The reason is that, according to the recorded images, 
the police have resolved many serious robberies and criminal cases which are difficult 
in the past and the responsibilities of traffic accident cases have been clarified in terms 
of the saved images as well. Therefore, the government has put the construction of 
image recording systems on top of the list of the public security infrastructure. How-
ever, the surveillance system has usually been designed and installed in the way that its 
camera has only fixed direction that limits its monitor function. Consequently, it would 
require many cameras for the system to keep a large area under watching. Such that 
how to design a surveillance system with low cost and large secure area becoming the 
purpose of this design. 

There are two major approaches on real-time image tracking. The first approach is to 
track objects according to their features. As study in [1], vehicles were tracked basing 
on images captured by the traffic monitors; and in [2], in accordance with local binary 
pattern and skin color, human face could be tracked. 
                                                           
* Corresponding author. 
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The second approach is to distinguish objects from background from images. From 
[3], a method was proposed to estimate the traffic flow by computing differences of 
images for the purpose of extracting object edges for vehicles tracking. A block-based 
motion estimation method was used to tracking a moving object in [4]. The way that 
subtracts two images to obtain moving object information is often employed in the case 
when background is steady. Comparing input image with the example image, the 
different area will be referred to be the moving objects. This method is simple in 
concept, however when background is not steady it becomes very difficult to separate 
moving objects from background. Besides, it consumes much computation effort to 
search the whole image for motion estimation. The drawbacks prevent this method 
from satisfying applications which require real-time process. 

There are more moving object tracking algorithms. In [5], for instance, a particle 
filter concept was employed for object tracking according to similarity of color density 
function to predict the object position. A histogram based method was developed to 
process consecutive images for object tracking in [6]. In study [7], an adaptive block 
matching algorithm was proposed for tracking, and in [8], multiple objects tacking was 
examined by combining features extraction and moving properties of objects. These 
methods emphasize high positioning rate and recognizing rate, but on the opposite side 
they need complex computation so they usually implemented only by PCs or embedded 
systems. 

The rapid progress of FPGA (Field Programmable Gate Array) technologies makes 
it possible for many image processing methods being successfully realized on hardware 
in recent decades. Birla used a FPGA to build an image processing platform involving 
interfacing of the FPGA to CMOS image sensor and VGA monitor [13]. In research of 
Zhang et al, the FPGA technology was used for fast median filter and denoising proc-
essing of images to help improve the algorithm of image clarity processing [14]. For 
image tracking, Cho et al proposed multiple objects tracking by using particle filter 
method and implemented on a FPGA [15]. Other literature about FPGA implementa-
tion of image processing algorithms can be seen in [16].  

This article combines aforementioned two approaches to detect an object by dis-
tinguishing the object from the background, and to track according to the features of the 
object. By controlling a two-dimensional rotation machinery on which the camera is 
mounted, the system can track a suspected object and provide the police with saved 
images of the object for further detecting reference. 

The organization of this paper is as follows: functions of each major block of the 
system are introduced in section 2. Section 3 describes the operation and function of 
each major circuit including hardware and software design of the image process circuit. 
The design of system software, interfacing of remote control, accessing of SD card and 
sounding program are shown in Section 4, whereas Section 5 discusses the design 
result. Conclusion and future perspective are drawn in Section 6. 

2   System Architecture 

Fig. 1 depicts the architecture of the proposed system. In the figure, DE2-70 is the SoPC 
platform. Images captured by CMOS camera are processed by image processing unit to 
detect and track any intrusion objects. The system controls RC (radio controlled) motors  
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Fig. 1. System architecture 

of the two-dimensional machinery to aim at the object for tracking and saves captured 
images into SD card at the same time. Speaker alarms the sound stored in SD card when 
suspected object is detected. Meanwhile, the surveillance system includes other func-
tions e.g., sending warning message through the SMS sender, controlling the direction 
of camera through the internet. 

3   System Hardware Design 

Hardware design flow of the image processing unit is shown in Fig. 2 and is elucidated 
as follows. 

 

Fig. 2. Image processing unit design flow 

3.1   RGB to Gray  

Color image is firstly transformed into gray image in order to reduce the computation 
burden and register usage. The transform equation is as (1). 

3

R G B
Gray

+ += .                                                    (1) 

 

Fig. 3. Operation of partitioning an image into blocks 
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3.2   Blocks of Image 

This step partitions the gray image into 5x5 blocks and the 25 average gray values are 
recorded. Fig. 3 shows the process of this step:  

(1) Lists initialization: clear contents of List1 and List2. 
(2) Accumulation of gray value of each block: the image gray value of each block is 

summed up and stored in List1. 
(3) Average value computation: summarized values in List1 are averaged for and 

saved in List2. 

3.3   Block Difference 

The background image and present captured image are partitioned into 5x5 blocks and 
each block’s gray value is computed by following the previous mentioned operation. 
The difference of every two related blocks of the background image and present image 
is computed to determine if an object intrusion is detected, when the difference is 
higher than a threshold. 

3.4   RGB to HSV 

True color RGB mode uses three basic colors, red, green and blue to represent the 
color of pixels of an image. Each color is encoded by 8 bits so a color value varies 
ranging from 0 to 255, such that, for single basic color, the color difference can be 
identified from this value. However, if three basic colors are mixed it may cause the 
problem that two colors are only slightly different in value but are recognized to be 
two totally different colors in vision instead. In other words, there is a gap between 
color and vision. This problem jeopardizes the object identification of the system. We 
design a converter to convert the image from RGB to HSV format to solve this 
problem [17]. 

 

Fig. 4. Circuit of color detection and binarization 
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Fig. 5. Image dilation circuit 

3.5   Color Detection and Binarization 

The circuit for color detection and binarization is demonstrated in Fig. 4. In the circuit, 
comparators compare input image data to check if the H and S of pixels of the data fall 
into the range of interest or not by following the rules described in (5) and (6), if so, set 
the pixels to white; to black otherwise. 

min max1
,

0

          H iH H
oH(iH)

             otherwise

≤ ≤⎧
= ⎨
⎩                                        

(2)
 

min max1          
( ) ,

0             otherwise

S iS S
oS iS

≤ ≤⎧
= ⎨
⎩                                           

(3)
 

3.6   Image Dilation 

The purpose of dilating an image is mainly to make up possible flaws of the image 
caused by noises. Dilation process sets the binary value of a pixel to 1 if any of its 
proximity pixels have binary value of 1.  

The circuit architecture of the dilation unit can be seen in Fig. 5. The OR output will 
be 1 if any of the eight registers are 1 and this result is written into the register w5 to 
accomplish the dilation process. The three line buffers each has 640 cells are used to 
accommodate three image lines of a 640 x 480 image data. 

4   System Software Design 

System software of the designed system is in charge of three functions: (1) trans-
forming the captured images into BMP format and saving them on the SD card with 
filenames according to the time and date when the files are saved; (2) alarming the 
speaker through LINEOUT on the board by reading sound file from SD card; (3) 
providing real time image on home page and remote control function to control the 
camera direction through internet. The basic hardware system for handling these 
software functions is illustrated in Fig. 6. In fact the Nios II processor and other circuits 
in Fig. 6 are embedded together with the hardware system which runs the image 
processing task as described in last section on the same FPGA chip. 
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Fig. 6. System architecture of Niso II processor 

5   System Integration 

The processing speed would be very slow and inefficient if we use software program to 
implement the entire surveillance system. By using hardware software co-design 
methodology, the image processing functions as described in section 3 and hardware 
base system for software execution as described in section 4 are integrated as demon-
strated in Fig. 7. 

 

Fig. 7. Integrated architecture of the surveillance system 

6   Design Result and Performance 

The resultant system is implemented on an Altera Cyclone II 2C35 FPGA which pro-
vides 35,000 of logic elements to be used. Table I. lists the FPGA resources usage of 
the system. It takes 85% of resources of the FPGA to accommodate the accomplished 
system. The hardware, including image processing and others, use 55,749 LEs of the 
FPGA, in which image processing circuit consumes 15,360 LEs that is about 22% of 
the FPGA resources. 

The size of an image frame is 800 x 525 for the image processing unit to process. 
Because the system clock rate is 25MHz, it takes about 16.8ms to process an image 
frame and it means that the resulting system only needs 16.8ms to identify and locate 
the suspected object on an image frame. 
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Table 1. FPGA resources usage of resulting system 

FPGA(35,000LEs) 

System LEs
Total
(LEs)

HW
(LEs)

Resource usage 

RGB to HSV 1851
Face Skin Detec-

tion
& Binarization 

67

Dilation 24 
Object Coordinate 141

RGB to Gray 79 
Image Frame 306
Diff Frame 1419

Image Block 1677
Circle Block 3199
Diff Block 612
Read Color 5907

Image Processing 

Track Controller 78 

15360 22% Hardware 

Other 40389 

55749

56%
Software 5187 7% 

Total Resources usage 85% 
 

7   Conclusion and Future Work 

This paper realizes an object detecting and tracking system on a SoPC. Using the 
hardware and software co-design methodology we pet together the entire system on the 
FPGA of a SoPC to achieve the goals of small size, low power consumption, and high 
speed on handling functions of: 

(1) dynamic object detecting and tracking, 
(2) scanning path setting, 
(3) alarm sounding, 
(4) real time image saving, 
(5) warning message sending, and 
(6) internet remote monitoring. 

In the future the designed system can be enhanced by following approaches as follows. 

(1) The rotation of the two-dimensional machinery is based on looking up a table 
causing that when the object is moving too slow or too fast that the machine is 
unable to lock the object precisely. It is desirable to use more accurate methods to 
control the rotation of the machine. 

(2) At the moment, the system locks an object only by skin color. The detecting and 
tracking of the system would be more precise if we can add human face identifi-
cation and recognition methods onto it.  
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Abstract. This paper presents an intelligent motion controller for four-wheeled 
omnidirectional mobile robots with four independent driving wheels equally 
spaced at 90 degrees from one another by using ant colony optimization (ACO). 
The optimal parameters of motion controller are obtained by minimizing the 
performance index using the metaheuristic ACO algorithm. These optimal pa-
rameters are used in the ACO motion controller to obtain better performance for 
four-wheeled omnidirectional mobile robots to achieve both trajectory tracking 
and stabilization. Simulation results are conducted to show the effectiveness 
and merit of the proposed ACO-based intelligent motion controller for four-
wheeled omnidirectional mobile robots. 

Keywords: ACO, kinematic, mobile robot, optimization. 

1   Introduction 

Recently, omnidirectional mobile robots have attracted much attention in both acade-
mia and industry in the field of robotics. Such robots are superior to those with differ-
ential wheels in terms of dexterity and driving ability [1-3]. They are shown to  
perform various movements difficult or impossible for differential wheeled mobile 
robots [1-3]. Comparing with several car-like robots [4-6], the type of omnidirectional 
mobile mechanism has the superior agile capability to move towards any position and 
to attain any desired orientation. To date, a variety of omnidirectional mobile robots 
have been proposed in [1-3]. Among these omnidirectional mobile robots, the one 
with four or more wheels are shown more powerful than that with three wheels [7].  

Modeling and control of four-wheeled omnidirectional mobile robots have been 
investigated by several researchers [7-11]. Byun et al. [8] constructed a four-wheeled 
omnidirectional mobile robot with a variable wheel arrangement mechanism. Purwin 
et al. [9] presented an optimal trajectory planning approach for a four-wheel omnidi-
rectional mobile robot. Shing et al. [10] proposed a T-S fuzzy path controller design 
for a four-wheeled omnidirectional mobile robot. The dynamic model and fuzzy con-
troller for a four-wheeled omnidirectional surveillance robot were presented in [11]. 
Moreover, Tsai et al. [12] presented a dynamic model incorporating frictions and 
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dynamic effects to achieve motion control. However, these studies did not cope with 
the controller parameter optimization problems. 

There are many methods to address the optimal problem of mobile robots [13-16]. 
Among these approaches, ACO proposed by Dorigo [17] has been regarded as an 
effective metaheuristic algorithm in finding optimal solutions for difficult combinato-
rial problems [17-19]. In ACO computing, a set of artificial ants search for good solu-
tions for the optimal problems. Each ant constructs a solution by making a sequence 
of local decisions which are guided by pheromone information and some heuristic 
information. After a number of ants have constructed solutions, the best ants then 
update the pheromone information along their path. This algorithm has many advan-
tages, including combing distributed computation, positive feedback and constructive 
greedy heuristic. However, there has no attempt to using ACO to design an intelligent 
motion controller for four-wheeled omnidirectional mobile robots. 

The objective of this paper is to design an intelligent motion controller based on 
ACO algorithm for four-wheeled omnidirectional mobile robots to achieve both 
trajectory tracking and stabilization. With the kinematic model of the omnidirec-
tional mobile robot, the unified control law is proposed to achieve stabilization and 
trajectory tracking for the mobile robots. Moreover, the controller parameters are 
then optimized by using the ACO algorithm; thereby improving the controller per-
formance. The rest of this paper is organized as follows. In Section 2, the kinematic 
control law is proposed to achieve stabilization and trajectory tracking for the four-
wheeled omnidirectional mobile robots. Section 3 elaborates the ACO algorithm 
and its application to controller parameter tuning. Section 4 conducts several simu-
lations to show the effectiveness and merit of the proposed method. Section V con-
cludes this paper. 

2   Kinematic Control  

This section is devoted to briefly describing the kinematic model of an omnidirec-
tional mobile robot with four independent driving wheels equally spaced at 90 de-
grees from one another. With the kinematic model, a kinematic controller is proposed 
to achieve stabilization and trajectory tracking.  

2.1   Kinematic Model 

Fig. 1 depicts the structure and geometry of the four-wheeled omnidirectional driving 
configuration with respect to a world frame. Due to structural symmetry, the vehicle 
has the property that the center of geometry coincides with the center of mass. In what 
follows describes the kinematic model of this kind of robot, where θ  represents the 
vehicle orientation which is positive in the counterclockwise direction. Note that θ  
also denotes the angle between the moving frame and the world frame. On the basis 
of the method proposed by [1], it is easy to obtain the following inverse kinematic 
model of the four-wheeled omnidirectional mobile platform in the world frame. 
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Fig. 1. Structure and geometry of the four-wheeled omnidirectional mobile robot 
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P t

L

L

δ θ δ θ
δ θ δ θ

θ
δ θ δ θ
δ θ δ θ

− + +⎡ ⎤
⎢ ⎥− + − +⎢ ⎥=
⎢ ⎥+ − +
⎢ ⎥+ +⎣ ⎦

                                        (2) 

and ( ), 1,2,3,4i t iω = respectively denotes the angular velocity of each wheel; r de-
notes the radius of each wheel; L represents the distance from center of the platform 
to the center of each wheel. Note that although the matrix ( ( ))P tθ  is singular for 

any θ , but its left inverse matrix can be found, i.e., 
# ( ( )) ( ( ))P t P t Iθ θ = , and ex-

pressed by  

#

sin( ) cos( ) sin( ) cos( )

2 2 2 2
cos( ) sin( ) cos( ) sin( )

( ( ))
2 2 2 2
1 1 1 1

4 4 4 4

P t

L L L L

δ θ δ θ δ θ δ θ

δ θ δ θ δ θ δ θθ

− + − + + +⎡ ⎤
⎢ ⎥
⎢ ⎥+ − + − + +⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

                        (3) 

2.2   Kinematic Control 

With the kinematic model in (1), this subsection is devoted to designing two kine-
matic controllers to achieve point-to-point stabilization and trajectory tracking for the 
omnidirectional mobile robot in Fig. 1. Furthermore, a unified nonlinear control ap-
proach is also presented as below.                    
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2.2.1   Point Stabilization 

The control goal of the point stabilization is to find the controlled angular velocity vector 

[ ]1 2 3 4( ) ( ) ( ) ( )
T

t t t tω ω ω ω  to steer the mobile robot from any starting pose [ ]0 0 0

T
x y θ  

to any desired destination pose [ ]T

d d dx y θ . Note that the current pose of the mobile 

robot is [ ]( ) ( ) ( )
T

x t y t tθ . To design the controller, one defines the pose error which is the 

difference between the present pose and the desired destination pose, that is,   

( ) ( )

( ) ( )

( ) ( )

e d

e d

e d

x t x t x

y t y t y

t tθ θ θ

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= −⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

                                                (4) 

which gives 
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                                 (5) 

To asymptotically stabilize the system, the following stabilization law is proposed. 
Note that the matrices PK and IK  are symmetric and positive definite, i.e., 

1 2 3 1 2 3{ , , } 0,  { , , } 0.T T
P p p p P I i i i IK diag K K K K K diag K K K K= = > = = >  

1 0

2

0
3

4 0

( )( )
( )

( ) 1
( ( )) ( ) ( )

( )
( )

( ) ( )

t

e
e
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p e I e

te
e

x dt
x t

t
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ω θ τ τ
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∫
∫
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                        (6) 

Taking (6) into (5), the dynamics of the closed-loop error system becomes 
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                            (7) 

For the asymptotical stability of the closed-loop error system, a radially unbounded 
Lyapunov function candidate is chosen as follows: 
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           (8) 
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Taking the time derivative of 1( )V t , one obtains 

1 0 0 0
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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e e
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            (9) 

Since V�  is negative semidefinite, Barbalat’s lemma implies that 

[ ] [ ]( ) ( ) ( ) 0 0 0  as  
T T

e e ex t y t t tθ → →∞
.  

2.2.2   Trajectory Tracking 

This subsection considers the trajectory tracking problem of the omnidirectional  
mobile robot. Unlike all nonholonomic conventional mobile robots, the trajectories of 
the omnidirectional mobile robots can not be generated using their kinematic  
models, i.e., any smooth and differentiable trajectories for the omnidirectional  
robots can be arbitrarily planned. Given the smooth and differentiable  

trajectory[ ] 1( ) ( ) ( ) ,
T

d d dx t y t t Cθ ∈ one defines the following tracking error vector 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

e d
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                                       (10) 

Thus, one obtains  
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                (11)                    

Similarly, the control goal is to find the motors’ angular velocities  

[ ]1 2 3 4
( ) ( ) ( ) ( )

T
t t t tω ω ω ω  such that the closed-loop error system is globally asymp-

totical stable. In doing so, one proposes the following trajectory tracking law such that 
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                (12) 

where the matrices, PK and IK , are symmetric and positive definite. Substituting (12) 

into (11) leads to the underlying closed-loop error system governed by  
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Similar to point stabilization, the Lyapunov function candidate can be chosen as 
equation (8), and from (9) one can easily prove that the closed-loop error system for 
trajectory tracking control is asymptotically stable. Worthy of mention is that the 
point stabilization and trajectory tracking control problems can be simultaneously 
achieved by the control law (12). The unified control law (12) becomes a point stabi-
lization one if the desired pose [ ]( ) ( ) ( )

T

d d dx t y t tθ can be either the time-dependent 
trajectory or the fixed destination posture. 

3   Intelligent Motion Control Using ACO 

3.1   Ant Colony Optimization 

ACO algorithm is a general-purpose optimization technique based on a graph consist-
ing of nodes and edges for solving various combinatorial problems. Optimization 
problems solutions can be expressed in terms of feasible paths on the graph. Among 
these feasible paths, the ACO algorithm aims to find the one with minimum perform-
ance index or cost. 

In ACO algorithm, a colony of artificial ants is created to find solutions. At each 
generation, each ant completes a tour by choosing the nodes according to the transi-
tion rule. In order to prevent premature convergence, after completion of a path by 
each ant, pheromone intensities on links are evaporated with a pheromone update 
rule. With each edge ,( , ),i j of the graph is associated a total pheromone concentra-

tion, .ijτ At each node, each ant executes a decision policy to determine the next link 

of the path. If ant k is currently located at node ,i  it selects the next node ,k
ij N∈  

based on the transition probability 

[ ] [ ]
( )

,   if  
( ) ( )

               0                ,   if  

k
i

ij ij k
ik

ij il ill N

k
i

t
j N

t t

j N

α β

α β

τ η
ϕ τ η

∈

⎧ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎪ ∈⎪= ⎨
⎪

∉⎪⎩

∑                             (14) 

where k
iN is the set of feasible nodes connected to node ,i with respect to ant 

.k  and α β are positive constant used to amplify the influence of pheromone concen-

trations. Note that the heuristic information ijη is a problem-dependent function to be 

minimized given by  

 
1

ij
ijd

η =                                                          (15) 

where ijd is the cost between the nodes and .i j  
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The pheromone update rule is given by 

( 1) (1 ) ( ) ( )ij ij ijt t tτ ρ τ τ+ = − + Δ                                        (16) 

with   

1

( ) ( )
m

k
ij ij

k

t tτ τ
=

Δ = Δ∑                                            (17) 

where ( )k
ij tτΔ is the amount of pheromone deposited by ant k on link ( , )i j at time 

step .t m denotes the number of ants, 0 1ρ< <  is the pheromone decay parameter, 

namely that (1 )ρ− represents the evaporation rate. ( )k
ij tτΔ  is given by  

,  if  ant uses edge( , ) in its tour
( )

 0 ,  otherwise                                       

th

k
kij

Q
k i j

Ltτ
⎧
⎪Δ = ⎨
⎪⎩

 

where Q is a positive constant and kL is the tour cost of the ant.thk  Global informa-

tion is therefore used to update pheromone concentrations. This algorithm will termi-
nate either when the maximum number of iterations is reached or an acceptable solu-
tion is found. 

3.2   Application to Intelligent Motion Control 

Although the kinematic controller for the four-wheeled omnidirectional mobile robot 
was synthesized in (12), the two control matrices PK and IK  were not optimally cho-

sen to obtain optimal performance.  This subsection aims to employ the ACO comput-
ing method in Section 3.1 to design an optimal motion controller for omnidirectional 
mobile robots. The control parameters 1 2 3{ , , }P p p pK diag k k k=  and 

1 2 3{ , , }I i i iK diag k k k= in (12) are optimized via ACO algorithm to achieve trajectory 

tracking and stabilization for omnidirectional mobile robots.  

1pk 2pk

1

2

3

N

1

2

3

N

3pk

1

2

3

N

1ik

1

2

3

N

2ik

1

2

3

N

3ik

1

2

3

N

Start Goal

 

Fig. 2. ACO graph with controller parameters for omnidirectional mobile robots 
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The design of the ACO-based controller with PK and IK  can be represented as a graph 

problem shown in Fig. 2 with controller parameter, 1 2 3 1 2 3, , , ,  and .p p p i i ik k k k k k The 

searching range of these parameters is 0 to 100 with resolution 100/N. The performance 
index (fitness value) of the ACO-based controller is integral square error (ISE).  

In ACO-based optimal controller design, each ant constructs a path and then de-
posits the pheromone. Using transition rule (14) and pheromone update rule (16), 
every ant completes their tours to find the best path. The ACO algorithm for finding 
the optimal motion controller parameters 1 2 3 1 2 3, , , ,  and p p p i i ik k k k k k are summarized 

as follows. 
 
Step 1. Initialization.  

(1) Set the iteration counter 0t = and set the terminate iteration number. 
(2) Initialize the pheromone concentration on each link (0)ijτ to a small ran-

dom value. 
Step 2. Define m  (the number on ant), maxt (the maximum number of iterations), 

0τ (the initial pheromone concentration of each node) and ρ (the decay pa-

rameter). 
Step 3. Each ant travels in the ACO-graph based on the probability in (14). If all ants 

complete their tour, calculate the cost (ISE) for each ant’s tour.  
Step 4. Update pheromone ijτ  using (16) for every edge ( , ).i j  

Step 5. Check the stop criterion. If the stop criterion is not matched, go to Step 3 and 
set 1t t= + , otherwise, output the optimal path and its corresponding control-
ler parameter 1 2 3 1 2 3, , , , ,p p p i i ik k k k k k and stop the algorithm. 

4   Simulation Results and Discussion 

The aim of the simulations is to examine the effectiveness and performance of the 
proposed ACO-based kinematic control law (12) to the omnidirectional mobile plat-
form. The number of ants in the ACO algorithm is 400. These simulations are per-
formed with the following parameters: L=23cm, r=5.08cm, 1,α β= = 0.1ρ = and 

Q=2.  

4.1   Point Stabilization 

The first simulation was conducted to investigate the regulation performance of the 
proposed ACO control law (12). The initial pose of the omnidirectional mobile plat-
form  was assumed at the origin, i.e., [ ] [ ]0 0 0 0 m 0 m 0radx y θ = , and the 

desired final 8 goal postures are located on the unit circle, given by  

2cos( ) m 2sin( ) m  rad , 0,1,...,7.
4 4 2

T
n n

n
π π π⎡ ⎤ =⎢ ⎥⎣ ⎦

 Fig. 3 depicts all the simulated trajectories of 

the omnidirectional mobile robot from the origin to the goal poses, and Fig. 4 shows 
the heading behavior of the proposed stabilization law for the platform moving  
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towards the desired orientation /2π in the case n=1. Through simulation results, the 
mobile robot with the proposed ACO stabilization method has been shown capable of 
reaching the desired postures. Fig. 5 presents the ISE of the ACO-based controller to 
achieve stabilization.  

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

X(m)

Y
(m

)

Initial pose

  Desired goals 

 

Fig. 3. Simulation results of the proposed ACO-based motion controller for achieving stabilization 
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Fig. 4. Illustration of the orientation behavior moving towards the desired orientation of 2

π  in 

the case n=1 
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Fig. 5. Fitness value (ISE) of the proposed ACO-based controller to achieve stabilization 

4.2   Elliptic Trajectory Tracking 

The elliptic trajectory tracking simulation is aimed to explore how the proposed con-
troller (12) steers the mobile platform to exactly track an elliptic trajectory described  
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Fig. 6. Simulation result of the elliptic trajectory tracking 
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Fig. 7. Tracking errors for the elliptic trajectory tracking 
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Fig. 8. Performance index of the proposed ACO-based controller to achieve trajectory 
tracking 

by [ ] [ ]2cos (m) 4sin (m) 0(rad) , 0.2 rad/sec.
r r r r r rx y wt wt wθ = =  The simulation assumed 

that the platform got started at 
0 0 0 .0 m 0 m 0 radx y θ⎡ ⎤ ⎡ ⎤⎣ ⎦⎣ ⎦=  Fig. 6 presents the simu-

lation result for elliptic trajectory tracking of the mobile robot. The tracking errors for 

×  Tracking error of  x (m)
o  Tracking error of  y (m) 
*  Tracking error of θ (rad) 
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the elliptical trajectory are depicted in Fig. 7. Fig. 8 presents the performance index of 
the proposed ACO controller to achieve trajectory tracking. These results indicate that 
the proposed ACO kinematic controller (12) is capable of successfully steering the 
omnidirectional mobile robot to track the elliptic trajectory. 

5   Conclusion 

This paper has presented an optimal motion controller based on ACO algorithm for 
four-wheeled omnidirectional mobile robots to achieve both trajectory tracking and 
stabilization. Based on the kinematic model, the optimial motion controller has been 
synthesized via ACO algorithm to achieve both trajectory tracking and stabilization. 
Through simulation results, the proposed ACO-based motion control method has been 
shown to achieve stabilization and trajectory tracking. An interesting topic for future 
work would be how to design an ACO-based dynamic controller for four-wheeled 
omnidirectional mobile robots. 
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Abstract. This paper presents an adaptive hierarchical decoupling sliding-mode 
speed controller for an electric unicycle. A completely dynamic model of the 
electric unicycle moving in a flat terrain is derived using Lagrangian mechanics. 
With the model, an aggregated hierarchical sliding-mode control is used to ac-
complish robust self-balancing and velocity control (regulation) of the electric 
unicycle incorporating with viscous and static frictions. Computer simulations 
and experimental results are conducted for illustration of the effectiveness and 
applicability of the proposed control method. 

Keywords: electric unicycle, Lagrangian mechanics, modeling, self-balancing, 
sliding-mode control. 

1   Introduction 

Electric unicycles have been considered by a kind of energy-saving vehicle for 
short-distance transportation for people shortly moving from one place to another. 
Recently, one-wheeled omnidirectional unicycle, called Honda U3-X, has been re-
ported and demonstrated by Honda in [1], thus showing the possibility of being a kind 
of transportation vehicle, satisfying human demands of pollution-free, convenient and 
low-cost transportation. This one-wheeled vehicle is a reduced type of the two-wheeled 
transporter, thus simplifying its hardware structure. The vehicle can be also regarded as 
a special wheeled mobile inverted pendulum that can be balanced by powering 
wheel(s) to achieve self stabilization. Forward and backward movements are achieved 
by the rider’s intensions to change the position of his/her center of gravity (COG), and 
the yaw motion is accomplished by body movement. 

From the viewpoint of control technology, the electric unicycle is an inherently un-
stable and highly nonlinear system, requiring a highly complicated modeling and 
control policy. Recently, unicycles have attracted considerable attention in both aca-
demia and industry [2]-[7]. Some researchers considered that electric unicycles can be 
regarded as a kind of vehicle for future transportation [8]. Such unicycles are indeed a 
pollution-free and extremely compact transportation vehicle driven by only one DC 
motor. The kind of transporter can be easily constructed by a synthesis of mechatronics, 
control and software. For example, the researchers in [8] presented a kind of low-tech 
electric unicycle which was made by the off-the-shelf inexpensive components, such as 
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one DC brush motor with a cheap gearbox, a rubber-based wheel, a eight-bit micro-
controller, a PWM-based motor driver, a rate gyro, an accelerator, and nickel metal 
hydride (NiMH) batteries.  

Motivated by the Segway TM, a two-wheeled self-balancing vehicle, some re-
searchers in [8] found  that the unicycle can be simplified  from the Segway by em-
ploying only one driving wheel, thus considering that the unicycle can be modeled as a 
one-wheeled mobile inverted pendulum. This idea can be successful if the rider can 
skillfully balance the unicycle without lateral falling. Once the idea works, several 
stabilization concepts proposed by Oryschuk et. al. [9], Grasser et al. [10], Pathak et al. 
[11], Zhao et al. [12], Conceicao et al. [13], Low et al. [14], Damien, et al. [15], Liaw et 
al. [16], could then be applied to control the unicycle. Following these studies, the 
authors in [17] constructed an experimental two-wheeled self-balancing vehicle with 
low-cost and low-tech components, and proposed one adaptive controller for the ve-
hicle with parameter variations and both coulomb and static frictions, in order to 
achieve self-balancing and speed control. Indeed, the control of the electric unicycle 
can be thought of as an under-actuated control problem, which has been investigated by 
several researchers [18, 19, 20]. In particular, Lo and Kuo [18] provided a decoupled 
sliding-mode control to stabilize a nonlinear system with four state variables, Lin and 
Mon [19] offered a hierarchical decoupling sliding-mode control to regulate a more 
general class of under-actuated control systems, and Wang et al. [20] presented two 
systematic sliding-mode design methods, called incremental hierarchical structure 
sliding-mode control and aggregated hierarchical structure sliding-mode control, for a 
class of under-actuated mechanical systems. However, these approaches [18, 19, 20] 
have not been applied to the electric unicycle yet!  

The objectives of this paper are to develop methodologies for dynamic modeling and 
aggregated hierarchical sliding-mode control of the electric unicycle. Two contribu-
tions of the paper are delineated as follows. First, a new dynamic model of the electric 
unicycle with viscous and static frictions is derived using Lagrangian mechanics. 
Second, an aggregated hierarchical sliding-mode controller is developed to achieve 
robust self-balancing and speed tracking of the electric unicycle. 

The rest of the paper is organized as follows. Section 2 is devoted to establishing the 
dynamic model of the electric unicycle with one brushless motor. In Section 3, the 
sliding-mode controller is synthesized to achieve the design goals. Several simulations 
and experimental results are respectively performed in Section 4 and 5 to illustrate the 
effectiveness of the proposed control method. Section 6 concludes the paper. 

2   Uncertain System Model  

The section is aimed at deriving the mathematical model of an electric unicycle. As 
Fig.1 shows, the working principle of the unicycle is interpreted as follows. If the rider 
leans forward, the unicycle will move forward in order to maintain the rider’s body 
without falling. Similarly, if the rider leans backward, then the unicycle will move 
backwards for balancing. After understanding the basic working principle of the vehi-
cle, one desires to derive the dynamic model of the rider mounting the unicycle using 
Lagrangian mechanics. Note that the modeling process is based on a by two major 
components: the body and the wheel, as Fig.2 shows. All parameters required for model  
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Fig. 1. Illustration of riding an electric unicycle Fig. 2. Free-body diagrams of the body 
(including the rider) and the wheel 

derivation of the unicycle are: φ the rotation angle, θ  the tilt angle,  and x yθ θ
K K

 the 

reference frame in both and y axes, iθ
K

 the rotation vector expressed by (4), ,  and mI m x�  
the moment of inertia, mass, and velocity of the wheel, and MI M  the moments of 

inertia and mass of the body except the wheel, ,  and i j k
KK K

 the three normal unit vectors 

in Cartesian coordinates, l  the distance between COG of the body and the center of the 
wheel, PM  the mass of the chassis with the weight of the rider, r  the radius of the 

wheel, Gv
K

 the velocity of the body, sv  the state vector of the electric coefficients, 

 and c cθ φ  the static friction coefficients, and τ  the torque applied on the unicycle, wheelT  

the kinetic energy of the wheel, bodyT  the kinetic energy the body, wheelV  the potential 

energy of the wheel, bodyV  the potential energy of the body, and θ φμ μ  the viscous 

friction wheel. To describe the simplification assumption that the rider on the unicycle 
is constructed dynamics of the unicycle, one employs the reference frame

xθ
K

, 
yθ
K

 to-

gether with the tilt angle θ  to orient the body [2], and the rotation angle φ  of the 

wheel, as shown in Fig.2. Before proceeding with model derivation, it is necessary to 
obtain the kinetic and potential energies of the wheel and the body. For the wheel with 
the hub motor one obtains 

( ) ( )2 2
2 / 2 ( + ) / 2

0

wheel m

wheel

T m x I

V

φ θ= +

=

� ��
                                           (1) 

where mI , m and x�  are, respectively the moment of inertia, mass, and velocity of the wheel. 

Assuming that no slip occurs between the wheel and the floor, the kinetic energy of the wheel can 
be rewritten as 

( ) ( )2 2 2 2
2 2( + ) ( + ) / 2 ( ) / 2 ( + )wheel m mT m r I m r Iφ θ φ θ φ θ= + = +� � � � � �

         (2) 

The velocity of the center of gravity (COG) for the body can be expressed by 

( ) cos( )xv r lφ θ θ θ= + +� � �                                          (3) 

where l  is the distance between COG of the body and the center of the wheel. Simi-
larly, the velocity expression for COG of the body in the y axis is given as follows; 
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sin( )yv lθ θ= − �                                                    (4) 

For the body it follows that  

 

2 2 2( ) / 2 / 2body x y MT M v v I θ= + + �                                      (5) 

cos( )bodyV Mgl θ=                                                (6) 

where MI  and M  are respectively the moments of inertia and mass of the body. Note 

that the mass M  includes the mass of the rider and the unicycle except the wheel with 
the hub motor. Therefore, the total kinetic energy of the electric unicycle is        

2 2( + ) / 2 / 2 ( ) cos( )TT I Iφ θφ θ θ βθ θ φ θ= + + +� � � � � �                          (7) 

Where 

2 2
2 1+ ,      mI m r I Mr m rlφ β= + =                                    (8) 

and                                                                      

 2
MI I Mlθ = +                                                   (9) 

Define the state vector of the electric unicycle by 

[ ]T

sv θ φ=                                                     (10) 

and model the static and viscous frictions by using the subsequent vector 

( ) 0 sgn( )
T

sD v cφ φμ φ φ⎡ ⎤= +⎣ ⎦
� ��                                       (11) 

where sgn( )⋅ means the signum function, and the frictions between body-wheel and 

wheel-ground are modeled by four coefficients; φμ  is the viscous coefficients; cφ  is the 

coefficients of the static frictions. Let τ  be the torque applied to the wheel in the 
direction k

K
.  

Next, the mathematical model of the vehicle can be derived by defining its Lagran-
gian function L  as T bodyL T V= − , and then by using the Euler-Lagrange equations. 

Hence, the equations of motion for electric unicycle are obtained from  

0
( )s

s s

d L L
D v

dt v v τ
⎛ ⎞ ⎡ ⎤∂ ∂− = −⎜ ⎟ ⎢ ⎥∂ ∂ ⎣ ⎦⎝ ⎠

�
�

                                    (12) 

which, after manipulating the derivatives in the Euler-Lagrange equations, leads to 

2( 2 cos( )) ( cos( )) sin( ) sin( ) 0
g

I I I
rφ θ φ

ββ θ θ β θ φ βθ θ θ+ + + + − − =�� �� �       (13) 

2( cos( )) sin( ) sgn( )I I cφ φ φ φβ θ φ θ βθ θ τ μ φ φ+ + − = − −�� �� � � �                  (14) 

Combining (13) and (14) gives two second-order dynamic equations of the inclination 
and rotation angles controlled by the torqueτ . 
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( )( sgn( )) ( , )A c Bφ φθ θ τ μ φ φ θ θ= − − +�� � � �                               (15) 

( )( sgn( )) ( , )C c Dφ φφ θ τ μ φ φ θ θ= − − +�� � � �                              (16) 

where 

( )( ) cos( ) /A Iφθ β θ δ= − +                                         (17) 

{ }2 2
1( , ) sin( ) cos( )sin( ) /B m lgIφθ θ θ β θ θ θ δ= −� �                        (18) 

( )( ) 2 cos( ) /C I Iθ φθ β θ δ= + +                                      (19) 

( ) ( )2
1( , ) ( cos( )) sin( ) ( cos( )) sin( ) /D I I m lgθ φθ θ β θ βθ θ β θ θ δ⎡ ⎤= + − +⎣ ⎦

� �     (20) 

where [ ]2
cosI Iθ φδ β θ= − . Note that both variables θ�� and φ��  are simultaneously con-

trolled by the same torqueτ ; this reveals that the electric unicycle is indeed an un-
der-actuated control system. Moreover, the values of , ,I I Mθ φ depends heavily upon 

the weight of the rider, namely that they will vary with the rider’s weight. Thus, 
, ,I I Mθ φ  can be decomposed into their nominal values, 0 0 0, ,I I Mθ φ , and their per-

turbed terms, IθΔ , IφΔ  and MΔ ,such the 0 0,I I I I I Iθ θ θ φ φ φ= + Δ = + Δ ,and 

0M M M= + Δ . Thus, 

0( ) ( ) ( )A A Aθ θ θ= + Δ                                                  (21a) 

0( , ) ( , ) ( , )B B Bθ θ θ θ θ θ= + Δ� � �                                           (21b) 

0( ) ( ) ( )C C Cθ θ θ= + Δ                                                (21c) 

0( , ) ( , ) ( , )D D Dθ θ θ θ θ θ= + Δ� � �                                        (21d) 

where ( )0 0 0 0( ) cos( ) /A Iφθ β θ δ= − + , and [ ]2

0 0 0 0 cos( )I Iθ φδ β θ= − , 0 0 0 0M l rβ = , 

{ }2 2
0 0 0 0 0 0( ) ( ) ( ) , ( , ) sin( ) / sin( ) cos( ) /AA A A K B gI rφθ θ θ θ θ β θ β θ θ θ δΔ = − ≤ < ∞ = −� �

 and 0( , , ) ( , , ) ( , , ) BB B B Kθ θ φ θ θ φ θ θ φΔ = − ≤ < ∞� � � � � � , 

( )0 0 0 0 0( ) 2 cos( ) /C I Iθ φθ β θ δ= + + , 0( ) ( ) ( ) CC C C Kθ θ θΔ = − ≤ < ∞  

{ } { }2
0 0 0 0 0 0 0 0 0( , ) ( cos( )) sin( ) / ( cos( )) sin( ) / /D I I g rθ φθ θ β θ β θ θ δ β θ β θ δ= + − +� � and

0( , ) ( , , ) ( , , ) DD D D Kθ θ θ θ φ θ θ φΔ = − ≤ < ∞� � � � � .With (21), (15) and (16) turn out  

0 0( ) ( , ) , ( ) ( , )A B A Bθ θθ θ τ θ θ θ τ θ θ= + + Δ Δ = Δ + Δ�� � �                   (22) 

0 0( ) ( , ) , ( ) ( , )C D C Dφ φφ θ τ θ θ θ τ θ θ= + + Δ Δ = Δ + Δ�� � �                   (23) 

where both perturbed terms θΔ  and φΔ  are assumed to be bounded under the as-

sumption of boundedness of the applied torqueτ . 



112 S.-C. Lin 

3   Adaptive Controller Synthesis 

This section is devoted to designing an adaptive decoupling sliding-mode controller for 
achieving constant velocity control of the electric unicycle. This control goal can be 
reduced to the underactuated regulation problem, namely that θ  is stabilized at zero, 

i.e., 0,desiredθ =  and the desired constant angular velocity is maintained at desiredφ�  using 

only one actuator. Note that if the controller works well, then the unicycle move at the 

speed of desiredrφ�  where r is the radius of the wheel. In what follows, an adaptive de-

coupling sliding-mode control method is proposed to achieve such a design goal. The 
design procedure is divided into two steps; the first step designs an adaptive decoupling 
sliding mode controller, and the second step addresses its stability issue. 

3.1   Adaptive Aggregated Hierarchical Sliding-Mode Speed Control 

To stabilize the electric unicycle in self-balancing and velocity control, one constructs 
two first-layer sliding surface functions proposed in [25]. 

( ) ( )TH TH desired THS k kθ θ θ θ θ θ= + − = +� �                              (24) 

( )PH desiredS φ φ φ= −� � �                                                  (25) 

where THk  is the positive constant; desiredφ�
 
is the constant goal velocity, i.e., 

/desired desiredv rφ =� . Note that the desired inclination desiredθ  is always maintained at zero. 

Next, define the second-layer sliding surface as 

( ) ( )T TH PHS S Sθ α φ= + �                                           (26) 

where the constant parameter α  is a real constant. Differentiating TS and using (15) 

and (16) give 

( ) ( ) ( )0 0 0 0( ) ( ) sgn( ) ( , , ) ( , , )T THS A C c B k D Fφ φθ α θ τ μ φ φ θ θ φ θ α θ θ φ= + − − + + + + Δ� � � � � � � �  (27) 

where F θ φαΔ = Δ + Δ  is bounded. Moreover, it is reasonably assumed that FF KΔ ≤  

where FK  is real, constant and positive. From (27), it is reasonable to propose the 

following adaptive control law.  

0 0

0 0 0 0

ˆ( , , ) ( , , ) sgn( )
ˆ ˆ sgn( )

( ) ( ) ( ) ( )
TH T v TB k D S k S

c
A C A C φ φ

θ θ φ θ α θ θ φ βτ μ φ φ
θ α θ θ α θ

+ + +
= − − + +

+ +

� � � � �
� �    (28) 

where sgn( )⋅
 

means the signum function;
 β  is a positive real constant; ˆ

vk  is the es-

timate of the constant parameter FK ; ˆφμ  and ĉφ  are two estimates of both constant 

friction coefficients, φμ  and cφ . Moreover, the parameter updating laws for ˆ
vk  , ˆφμ  

and ĉφ are given by 
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1
ˆ
v Tk Sγ=�                                                    (29a) 

( )2 0 0ˆ ( ) ( )TS A Cφμ γ θ α θ φ= − + �                                    (29b) 

( )3 0 0ˆ ( ) ( ) sgn( )Tc S A Cφ γ θ α θ φ= − + �                                (29c) 

where 1γ , 2γ  and 3γ  are three positive adaptation gains. 

3.2   Stability Analysis 

In order to show that the second-layer sliding surface TS  converges to zero, the fol-

lowing Lyapunov function is proposed as 

( ) ( ) ( ) ( )2 2 2 2
1 2 3/ 2 / 2 / 2 / 2T vV S k cφ φγ μ γ γ= + + +� � �                       (30) 

where ˆ
v F vk K k= −�

, 
ˆφ φ φμ μ μ= −� ˆc c cφ φ φ= −� . From (28)-(30), taking the time de-

rivative of V  yields  

( ) ( ) ( ) 2
1 2 1

ˆ ˆ ˆ( ) / / / 0T T v v TV t S S k k c c Sφ φ φ φγ μ μ γ γ β= − − − = − ≤� � ���� � �            (31) 

Since both ( )V t�  is negative semidefinite, it is easy to prove via Lyapunov stability 

theory that the second-layer sliding function, TS , converges to zero as time approaches 

infinity. Furthermore, the two first-layer sliding functions, THS and PHS , can be shown 

to converge to zeros asymptotically using the aggregated hierarchical sliding mode 
control method in [25].  

These indicate that the proposed control method can control the electric unicycle to reach 
its desired velocity and maintain θ  at zero. The main result is summarized as below.  

Theorem 1. Consider the electric unicycle’s uncertain dynamic model (22)-(23) with 
the proposed adaptive hierarchical decoupling sliding-mode control law (29) with the 
parameter adjustment update laws (30a)-(30c). Then the second-layer sliding function 
converges to zero, namely that 0TS → , and the first-layer functions also tend to zero 

as time goes to infinity, .i.e., THS  and 0PHS →  as t → ∞ . Moreover, 0θ →  and 

desiredφ φ→� �  as t → ∞ . 

4   Simultaions and Discussion 

This section is devoted to conducting a simulation to examine the performance and 
merit of the proposed controller (28) with the parameter adjustment rules (30a-c). The 
first simulation adopts the subsequent parameters: the weights are 78kgM =  

and 2 kgm = , the moments of inertia are 155.95Iθ =  Nm and 25.126Iφ = Nm, and the 

radius of the wheel is 0.2 mr = , the static and viscous coefficients are respectively set 
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by 5φμ =
 
and 1cφ = . The initial conditions are 0.1745 rad 10degθ = =  and 

0φ =� rad/sec. The parameters of the proposed controller are set by 20THK = , 0 0.1α = , 

1β = , 1 0.1γ =  and 2 3 0.01γ γ= = , and the desired vehicle speed is 1 m/sec, i.e., 

5desiredφ =�  rad/sec. The simulation is done by Matlab/Simulink to steer the electric 

unicycle for self-balancing and constant speed tracking, namely that the tilt angle and 
the vehicle speed are respectively maintained at zero and 1 m/sec. Figs.3 depicts that 
the three sliding functions, TS , THS

 
and PHS , approach zero, θ  is maintained at zero in 

2.5 seconds, and the velocity tended to 1.0 m/sec.  

 
 

Fig. 3. (a). Time histories of the sliding surfaces TS , THS
 
and PHS

 
(b) Simulation results of 

velocity and θ  of the proposed controller with self-balancing, with mass of cylinder is 80Kgw 
and radius of wheel is 0.2 

5   Conclusions 

This paper has presented an adaptive hierarchical decoupling sliding-mode controller 
for an electric unicycle accomplished by activating one brushless motor. The com-
pletely dynamic model of the electric unicycle moving in a flat terrain has been derived 
based on Lagrangian mechanics. The adaptive hierarchical decoupling sliding–mode 
controller has been proposed to accomplish robust balancing and velocity control of the 
electric unicycle by neglecting all of the friction coefficients. The effectiveness of the 
proposed modeling and control method has been exemplified by conducting numerical 
simulations and experimental results on the electric unicycle. An interesting topic for 
future research would be to implement the proposed control scheme using interval type 
II fuzzy neural networks and then conduct their experimental results. 
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Abstract. A cooperative multi-robot system is proposed to solve the problem of 
dynamic patrol planning.  Each mobile robot has its own patrol mission in the 
beginning.  The patrol mission of each robot needs to be updated when the 
number of mobile robots increases or decreases during patrol.  From the results 
of the simulation, it is clear that the proposed approach demonstrates several 
advantages, such as decreased time complexity, a lower routing path cost, 
improved balance of workload among robots, the potential to scale to a large 
number of robots, and adaptability with regards to environmental perturbations 
introduced by changes in the number of robots in patrol. 

Keywords: dynamic patrol planning, cooperative patrol planning, multi-robot 
system. 

1   Introduction 

Cooperative multi-robot/multi-agent systems have received increased attention due to 
their empirically demonstrated performance and advantages, such as robustness with 
regards to environmental perturbations or individual robot failure, as well as their 
scalability to a large number of robots [1][2][3][4][5][6][7][8].  However, little work 
has been done to investigate ways of giving such systems the capability of achieving a 
desired division of labor over a set of dynamically evolving concurrent tasks.  This 
capability could help increase the efficiency and robustness of overall task 
performance, as well as open new domains where these systems could be regarded as 
a viable alternative to more complex control solutions.  In this paper, a method for 
achieving the desired division of labor, such as robot patrol, is presented.  The 
problem of multi-robot patrol has been investigated over the past few years.  This 
subject is of interest for a number of reasons, the main one being its applicability to 
various domains, for example, post checking or goods delivery.  For such problems, a 
team of robots is required to visit the posts, which should be visited exactly once, 
while monitoring the activity in order to detect changes in the state of the 
environment.  Such systems of multiple robots engaged together in order to patrol a 
varying environment have been studied in various contexts.  The problem of patrol 
planning [2][6], where a team of robots is required to visit a target point once, is 
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related to vehicle routing, traveling salesman [1], and so on, which all are the 
problems that are NP-Hard [1][2][3][6]. 

In this work, two patrol situations, with increasing and decreasing numbers of 
robot, are discussed.  Robots in situations where spontaneous situations occur, such as 
the failure or reinforcement of robot force, are considered.  Then a robust algorithm is 
derived to find the optimal patrol sequence for each on-duty robot in different 
dynamic environments.  The proposed dynamic patrol planning based on the 
cooperative auction system has the advantages of shorter accumulated patrol distance, 
less computation complexity, and adaptability for various numbers of robots. 

The paper is organized as follows.  The following section presents the research 
background.  Dynamic patrol planning is described in Section 3.  Section 4 presents 
the simulations and discussion.  Conclusions are provided in the final section. 

2   Research Background 

MINISUM is used to evaluate the performance of the algorithm derived in this study 
[3][6].  Here MINISUM means that the total energy that robots consume should be 
reduced as much as possible.  In other words, the goal of cooperation for a multi-robot 
system is to minimize the total length of paths that all of the robots patrol.  Let Ti 
denote the set of patrol points for robot i, Roboti, to patrol and T = {T1, T2, …, 
T|group_mobile_robot|}, a partition of the set of patrol points, where |group_mobile_robot| 
denotes the number of robots.   Then the mathematic model of MINISUM can be 
defined as follows: 

. (1)

Where function Patrol_Path_Length(Roboti, Ti) will return the total distance of patrol 
after Roboti visits all of the patrol points in Ti. 

When the number of robots changes, either decreases or increases, during the 
patrol, the robots' task needs to be adjusted in order to complete the patrol or enhance 
the performance of the group.  There are two ways to deal with a rush job: revised 
assignment or direct assignment.  Revised assignment will redo the assignment 
procedure and direct assignment will rearrange the unvisited patrol points only.  The 
former is easier but more time-consuming, whereas the latter is more efficient, 
although its algorithm is more complicated.  The proposed algorithm is the latter and 
performs during robots' patrol. 

For the proposed system to begin work, it needs the following information. 

 The number of points that need to be patrolled, denoted by |P|, where P denotes 
the set of patrol points. 

 The location of each patrol point, denoted by Loc(Pi), where Pi is the patrol 
point i. 

 The number of robots that can currently patrol, denoted by |R|, where R denotes 
the set of mobile robots. 

 The current location of each robot, denoted by Loc(Ri), where Ri is the robot i  
 The patrol path for each robot. 

∑
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In addition to the input information, the proposed system assumes 

 There is no barrier between robots and patrol points.  In other words, Euclidean 
distance is used to represent the length of paths between static patrol points and 
moving robots. 

 There is no collision problem while robots are patrolling. 
 The robots are identical and do not have capacity constraints. 
 The robots know their own location and the target locations. 

3   Dynamic Patrol Planning 

Sequential Single-Item Auction (SSIA) [9], Cooperative Auction Directed by Winner 
(CAD_W), and Cooperative Auction Directed by Loser (CAD_L) [10] are used to 
generate the patrol path for each robot in static environment.  Since none of them 
guarantees that the task will be efficiently performed during the patrol since the robots 
may be out of order during the patrol even though we know the patrol points for each 
robot.  On the other hand, the malfunctioning robots can join the task again if they 
have been repaired.  Therefore, a dynamic patrol planning (DPP), based on the 
CAD_W (DPP_CAD_W) and CAD_L (DPP_CAD_L), is proposed to solve this kind 
of problem caused by an increasing or decreasing number of robots during the patrol. 

Since direct assignment considers the unvisited patrol points only, it is more 
efficient than revised assignment and it is a better candidate for dynamic patrol 
planning.  The direct assignment approach is based on the current patrol situation of 
robots.  In other words, only the unvisited patrol points will be considered for patrol.  
SSIA needs to evaluate all of the patrol points in order to offer appropriate prices 
during auctions.  Direct assignment requires robots to offer prices for these unvisited 
patrol points only.  Therefore, SSIA is not suitable for providing solutions to dynamic 
patrol planning when the number of robots decreases or increases.  In the CAD_W 
and CAD_L system, however, during each auction robots can offer appropriate prices 
even though they can only consider patrol points that are assigned to them and still 
unvisited.  Dynamic patrol planning, therefore, can be easily performed by the 
CAD_W and CAD_L with slight modifications.  The set of working robots, Rdynamic, 
includes the newly entering robots and excludes the malfunctioning robots.  The 
current locations of robots become the starting locations.  The CAD_W and CAD_L 
are then utilized, as discussed in the previous work [10], based on Rdynamic. 

3.1   DPP When Some Working Robots Drop Out of the Patrol Task 

With direct assignment, when the number of robots decreases, patrol points will still not 
have been assigned to robots.  When any robots, Rout, cannot proceed with their task 
during the patrol, the patrol points, Pout, which had been assigned to Rout but have not yet 
been visited, are candidates for re-auction.  In other words, Pout are the patrol points that 
need to be auctioned.  Any robot in Rdynamic = R - Rout, which are still working, contains 
only unvisited patrol points now, , where Ti 

denotes the patrol points that had been assigned to robot i, though it now contains 
unvisited ones only.  The current locations of robots become the starting locations and 

}visitedbeenhadand|{ iii TjjTT ∈−=
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the auction continues until all patrol points in Pout have been re-assigned to robots in 
Rdynamic.  In other words, dynamic patrol planning when some working robots have 
dropped out of the task is simply auctioning the patrol points Pout that have not yet been 
assigned to any robot. 

3.2   DPP When Other Robots Join the Patrol Task 

When robots, Rin, join the task during patrol the workload of the functioning robots, R, 
can be reduced because the unvisited patrol points in R can be auctioned again and 
assigned to these new robots in Rin.  The set of patrol points of any robot in R contains 
only unvisited ones, , where Ti denotes the patrol 

points that had been assigned to robot i, though Ti now contains unvisited ones only.  
The current locations of robots become the starting locations.  The robot that has the 
highest workload can have one of its patrol points auctioned until the performance can 
no longer improved.  Figure 1 shows the procedure of dynamic patrol planning when 
the other robots join the mission during the patrolling.  The proposed approach first 
finds the robot that has the maximum patrol path and then performs CAD_W and 
CAD_L.  If the objective is improved, the set of patrol points of the robots is updated.  
Then CAD_W or CAD_L is performed again for the robot with the maximum patrol 
path.  The procedure will continue until the objective can no longer be improved. 

The difference in re-auction procedures between CAD_W/CAD_L and 
DPP_CAD_W/DPP_CAD_L is only the stopping criterion and the origin of the re-
auction patrol points.  The stopping criterion of CAD_W or CAD_L is when Rwin is 
no longer the robot with the maximum patrol path.  However, the procedure of 
dynamic patrol planning, which is performed when other robots participate in the 
patrol task, will be stopped when the objective can no longer improved.  So CAD_W 
or CAD_L has the Rwin that wins the auctioned point during the auction, as the Rmax all 
of the time.  DPP_CAD_W or DPP_CAD_L, however, needs to find Rmax in each 
iteration, in order to choose the patrol point for re-auction from Rmax. 

 

Fig. 1. Procedure of dynamic patrol planning when other robots participate in the patrol mission 

}visitedbeenhadand|{ iii TjjTT ∈−=
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4   Simulations and Discussion 

In order to evaluate the performance of the proposed dynamic patrol planning 
algorithm, 10 different maps, 900 patrol points (|P| = 900), and 20 robots (|R| = 20) 
are used as the test data.  There are two kinds of status during the patrol. 

 Decreasing: one robot has malfunctioned and leaves the patrol (|R| decreases by 
1 and becomes 19) 

 Increasing: an additional robot joins the task during the patrol (|R| increases by 
1 and becomes 20) 

The current locations of robots and patrol points are distributed on the map according 
to three different modes so that the simulated environment can be more similar to the 
real world, as follows: 

 Uniform-Uniform (RUPU): the current locations of robots and the locations of 
the patrol points are uniformly distributed on the map. 

 Gather-Uniform (RGPU): the current locations of robots are gathered in a block 
on the map, but the locations of the patrol points are uniformly distributed on 
the map. 

 Uniform-Gather (RUPG): the current locations of robots are uniformly 
distributed on the map, but the locations of the patrol points are gathered in a 
block on the map. 

 

Fig. 2. Comparison of SSIA, DPP_CAD_W, & DPP_CAD_L for one robot dropping out, with 
uniformly distributed current locations for robots and locations for the patrol points (RUPU) 

 

Fig. 3. Comparison of SSIA, DPP_CAD_W, & DPP_CAD_L for one robot dropping out, with 
gathered current locations for robots, but uniformly distributed locations for the patrol points 
(RGPU) 
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Comparison was done among Sequential Single-Item Auction (SSIA), Cooperative 
Auction Directed by Winner (CAD_W), and Cooperative Auction Directed by Loser 
(CAD_L).  MINIMAX (minimize the maximum patrol path of robots) is the major 
objective for comparison. 

Simulations first consider there are initially 20 robots on duty, but one is out of 
order and drops out of the task during the patrol.  Then, one robot is added during the 
patrol.  The results of simulations for DPP_CAD_W and DPP_CAD_L are shown in 
Figures 2~7.  Figures 2~4 consider a situation in which one robot drops out of the 
patrol task and Figures 5~7 are the simulation results of adding one robot during the 
patrol.  Brown lines with diamonds denote the SSIA approach, purple lines with 
asterisks are for the proposed DPP_CAL_W, and green lines with circles are for the 
proposed DPP_CAL_L in Figures 2~7.  Figures 2~7 clearly show that SSIA always 
has the worst performance for any kind of distribution of the current locations for 
robots or the locations of the patrol points when other robots quit or join the task 
during the patrol.  RUPG still has the best performance and RGPU still has the worst 
performance among these distribution patterns.  DPP_CAD_L needs more 
computation time than DPP_CAD_W.  However, the objective of our proposed 
approaches, DPP_CAD_W and DPP_CAD_L, do not show much difference for 
dynamic patrol planning.  CAD_W and CAD_L represent DPP_CAD_W and 
DPP_CAD_L in Figures 2~7, respectively. 

 

Fig. 4. Comparison of SSIA, DPP_CAD_W, & DPP_CAD_L for one robot dropping out, with 
uniformly distributed current locations for robots, but gathered locations for the patrol points 
(RUPG) 

 

Fig. 5. Comparison of SSIA, DPP_CAD_W, & DPP_CAD_L for one robot being added in, 
with uniformly distributed current locations for robots and locations for the patrol points 
(RUPU) 
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Fig. 6. Comparison of SSIA, DPP_CAD_W, & DPP_CAD_L for one robot being added in, 
with gathered current locations for robots, but uniformly distributed locations for the patrol 
points (RGPU) 

 

Fig. 7. Comparison of SSIA, DPP_CAD_W, & DPP_CAD_L for one robot being added in, 
with uniformly distributed current locations for robots, but gathered locations for the patrol 
points (RUPG) 

5   Conclusion 

In this article, an auction-based method for the task allocation within a multi-robot 
patrol system was presented.  The robots operate in a structured environment where 
the costs to the patrol points for each robot are obtainable.  Tasks are locations in the 
map that have to be visited by the robots.  Unexpected situations may prevent a robot 
from being able to complete its allocated tasks.  Therefore, tasks not yet achieved by 
the malfunctioning robots are rebid for by the surviving peers.  This provides an 
opportunity to facilitate the allocation of the remaining tasks and to reduce the overall 
task completion time.  The proposed cooperative auction system which considers re-
auction and is based on the performance of team work, can further improve 
cooperation within a multi-robot system and provide a solution for adapting to 
constantly changing conditions, where unexpected loss or reinforcement in the 
number of robots might occur during the patrol. 

The large scale of the experimental results of simulation using the proposed task 
allocation mechanism for multiple robots has shown the performance of the algorithm 
in terms of efficiency.  The simulations indicate that the proposed dynamic patrol 
planning based on the cooperative auction system has a shorter maximum patrol path 
for a multi-robot system.  The proposed system performs significantly better than that 
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of Sequential Single-Item Auction (SSIA).  Moreover, the proposed algorithm has the 
potential to be scaled to a large number of robots and can respond to the variations of 
a multi-robot system during the patrol. 
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Abstract. In this paper, a robot with a manipulator, two vision systems, and a 
three-wheeled omni-directional mobile platform is designed and implemented. 
A shoulder, an elbow, a wrist, and a movable gripper are designed to let the 
robot manipulator have 5 degrees of freedom (DOF). The forward kinematics 
and inverse kinematics are applied to control the manipulator. The forward 
kinematics is obtained by the D-H (Denavit-Hartenberg) coordinate. The D-H 
matrix is a coordinate transformed matrix from one coordinate frame to the next 
one. The inverse kinematics is constructed by the geometry. Two vision 
systems are applied to search the object and control the manipulator to pick up 
it. A static camera is used to construct one vision system to get the environment 
information. An eye-in-hand camera is used to construct the other vision system 
to track a specific object. Some experimental results are described. The robot 
manipulator is controlled to draw a picture by using the direct kinematics and 
geometric inverse kinematics. 

Keywords: Mobile Robot, Robot manipulator, Vision System, Kinematics. 

1   Introduction 

As technology advances, industries are gradually entering the era of fully automated. 
For example in industry, the industrial robots instead of humans are used to do the 
repetitive jobs that are high-risk, over sophisticated, too heavy, and long time. In the 
future life, because of low birth rate and aging are obvious gradually, people hope 
robots to take care of young persons, offer entertainment, and help elderly or disabled 
people [1]. The robot manipulators have been applied extensively. The smallest one is 
applied to assist the minimally invasive surgery and the biggest one is applied to 
explore the outer space. In this paper, a robot with a manipulator and two vision 
systems is design and implemented. A 5-DOF robot manipulator is designed to let it 
has a shoulder, an elbow, a wrist, and a movable gripper. Two vision systems are 
designed so that the robot can search objects and use the manipulator to pick up them. 

The rest of this paper is organized as follows: In Section 2, the system description 
of the robot is described. In Section 3, the analytic forward and inverse kinematics of 
the robot manipulator is described. In Section 4, two vision systems are described. In 
Section 5, some experimental results are presented, where the robot manipulator is 
controlled to draw a picture by using the forward kinematics and geometric inverse 
kinematics. Finally, some conclusions are made in Section 6. 
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2   System Description of the Robot 

The mechanical design of the robot with a three-wheeled omni-directional mobile 
platform is shown in Fig. 1. The robot’s body is made by aluminum. Only one 
manipulator is mounted in the top body of the robot. The picture of the implemented 
robot is shown in Fig. 2, where the middle picture is the appearance of the robot. The 
upper left picture and the upper right picture are the enlarged pictures of the robot 
manipulator [2]. Eight servo motors with a high torque are used to construct this 
manipulator. The lower left picture is the enlarged picture of the mobile platform. The 
lower right picture shows the configuration of three DC motors and three omni-
directional wheels, where the gear ratio is used to increase the torque.  

The system architecture of the robot is shown in Fig. 3. There are three process 
cores: a notebook, a Nios II development board, and a CompactRIO single-board. The 
notebook is used to analyze the image data captured by two cameras, give the move 
direction to the three wheels, and determine the robot arm’s motions. The Nios II 
development board is used to execute the motion commands of eight servo motors. 
The CompactRIO single-board is used to determine how many turns are needed to 
move for the three wheels. The specification of the robot is summarized in Table 1. 

  
(a) (b) 

Fig. 1. Mechanical design of the robot 
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Fig. 2. Pictures of the implemented robot and their description 
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Fig. 3. System architecture of the robot 

Table 1. Specification of the robot 

Items Specification Annotation 
Weight 50 kg Batteries included 
Height 
Material of structure 

135 cm 
TF3030 aluminum 

 
 

Shoulder’s motor 4 EX-106 (84 kgf.cm) 
Elbow’s motor 
Wrist’s motor 
Gripper’s motor 
Actuator 
Electronic 
Electronic 
Cinema     
Batteries           

1 
2 
1 
3 
Nios II EP2C20484C8  
Single-Board SBRIO9642XT 
320x180 (pixel) 
11.1v, 2100mA 

RX-64 (64.4 kgf.cm) 
RX-64 
RX-64 
DC motor 
 
 
 
Lithium rechargeable battery 

Batteries 14.8v, 2100mA Lithium rechargeable battery 

3   Kinematics for Manipulator 

As shown in Fig. 4(a), a 5-DOF robot manipulator [3] is designed to let it has a 
shoulder (1-DOF), an elbow (1-DOF), a wrist (2-DOF), and a movable gripper (1-
DOF). The servo motors named RX-64 with a lower torque (64.4 kgf.cm) are used to 
construct the elbow, wrist and gripper of the robot manipulator. The servo motors 
named EX-106 with a higher torque (84 kgf.cm) are used to construct the base of the 
robot manipulator and its shoulder so that the robot manipulator could lift up a 
heavier object. 

3.1   Forward Kinematics 

The coordinate space of the manipulator is shown in Fig. 4(b), where li (i=1,2,…,5) is 
the length of the i-th link. The objective of forward kinematics analysis [4] is to 
determine the Cartesian coordinate position (x, y, z) of the end-effector of the 
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manipulator by the joint space (θ1,θ2,...,θ5) of each axel. In this paper, the method of 
forward kinematics is the Denavit-Hartenberg (D-H) convention, which builds a 
coordinate as a D-H matrix. As shown in Table 2, there are four parameters in the D-
H matrix, where ai is the distance from Zi-1 to Zi measured along Xi, αi is the angle 
from Zi-1 to Zi measured along Xi, di is the distance from Xi-1 to Xi measured along Zi-1, 
and θi is the angle from Xi-1 to Xi measured about Zi-1. The link coordinate 
transformation matrices are obtained by 

1 1 2 2 2 2

1 1 2 2 2 20 1 2
1 2 3

0 1 2

1 0 0 0 cθ 0 -sθ 0 cθ -sθ 0 - cθ
0 1 0 0 sθ 0 cθ 0 sθ cθ 0 sθ

A   A   A  
0 0 1 0 -1 0 0 0 1

0 0 0 1 0 0 0 1 0 0 0 1

l

l

l l l

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= = =
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (1) 

and 

                             
3 3 3 3 4 4 5 5 4 5

3 3 3 3 4 4 5 5 4 53 4 5
4 5 6

3 4 4

cθ -sθ 0 - cθ cθ 0 sθ 0 cθ -sθ 0 - cθ
sθ cθ 0 sθ sθ 0 -cθ 0 sθ cθ 0 sθ

A   A   A
0 0 1 0 1 1 0 0 1

0 0 0 1 0 0 0 1 0 0 0 1

l l

l l

l l l
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⎢ ⎥ ⎢ ⎥ ⎢ ⎥
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⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦

  (2) 

where cθ≡cosθ and sθ≡sinθ. 
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Fig. 4. (a) Description of the robot manipulator. (b) Frame design of robot manipulator. 

Table 2. D-H parameters of the 5-DOF robot manipulator 

Link ai αi di θi 
0 0 0 l0 0 
1 0 -900 l1 θ1 
2 l2 0 0 θ2 

 

3 l3 0 0 θ3 
4 0 900 0 θ4 

5 l4 0 0 θ5 
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3.2   Inverse Kinematics 

The robot manipulator is given the desired position of end-effector, so the robot 
manipulator uses the method of inverse kinematics to compute the rotated angle of 
each joint [5]. In the paper, a geometric approach is used to solve the inverse 
kinematics problem of 5-DOF robot manipulator with rotary joint. The gripper is the 
end-effector of the robot manipulator. In order to simplify the calculation, the moving 
trajectory of the robot manipulator is limited. So, the robot manipulator only moves 
forward to pick up the object. The wrist can parallel the ground to hold the pen and be 
perpendicular to the ground to pick up the ball. Therefore, the angle of Motor 4 is 
obtained. The position of Motor 4 is acquired by the fixed to the gripper distance. The 
Motor 2, Motor 3 become a two-link mechanism that is shown in Fig. 5(b). When the 
robot manipulator moves to a new position, the angle of the Motor 1 can be obtained 
from the position of Motor 4 by the geometry that is shown in Fig. 5(a). The angle of 
Motor 5 is opposite to Motor 1. Then, the angles of Motor 3 and Motor 4 can be 
determined by the geometry [6]. 

(a) (b)  

Fig. 5. The diagram of the robot manipulator: (a) a vertical view, (b) two-link mechanism 

4   Visual Servoing System 

The task of the robot is to pick up a circular ball into the box which has the same 
color with the ball. The main process is to search the ball on the table, move the 
manipulator to the top of the ball, and use the gripper to pick up the ball [8]. The size 
of the table is 100×35×100 (cm). In this paper, two vision systems are applied to solve 
this problem. As shown in Fig. 6, one camera mounts on the robot’s gripper that is 
called an eye-in-hand camera [7]. As shown in Fig. 7, the other camera mounts on the 
extra bracket that is called a static camera. They are described as follows. 

The architecture of the first vision system has six parts and is shown in Fig. 6. The 
first part is to decide which kind of the color of the ball is picked up first. There are 
four kinds of the colored balls on the table, so the first order of the ball picked up by 
the manipulator is based on the distance between the gripper and the colored box. For 
example, if the gripper is in front of the red box, the manipulator will firstly pick up 
the red ball. The second part is image preprocessing that the procedure is the process 
of binary, dilation, erosion, edge, and labeling. The third part is to calculate object 
position that means calculate the gravity position of the ball. The fourth part is 
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strategic control. Let the ball can be in the catching range. In the fifth part, the robot 
uses inverse kinematics to move the manipulator to the top of the ball. Finally, the 
gripper picks up the ball. 

The architecture of the second vision system has four parts and is shown in Fig. 7. 
The task is mainly that uses the static camera to record the relative position of four 
boxes during the image preprocessing. The strategic control is that after the gripper 
picks up the ball, the manipulator moves to the front to the same color box by using 
kinematics, and puts the ball into the box. 

  

Fig. 6. Architecture of the first visual system 

  

Fig. 7. Architecture of the second visual system 

5   Experiments 

There are four boxes with different colors of yellow, green, red, and blue on the table. 
Moreover, each color has three balls on the table. The robot manipulator must to  
find a ball on the table, pick up it, and put it into a box with the same color of the ball. 
The experimental results are shown in Fig. 8. The corresponding actions of  
the manipulator described in Fig.8 (a)~(h) are: (a) use the static camera to decide the 
color order of ball, (b) use the eye-in-hand to search the ball’s position, (c) move the 
manipulator to the position of the green ball in the catching range, (d) use the gripper 
to pick up the green ball, (e) hold the green ball, (f) use the static camera to obtain the 
relative position between the green box and the green ball, (g) move to the top of the 
green box, and (h) open the gripper to let the ball can fall into the box. In this 
experiment, the average time is twenty seconds to pick up a ball and put it into the 
correct box by the robot manipulator. 
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(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Fig. 8. Description of the robot manipulator picks up a green ball and puts it into a box 

  
(a) (b) (c) (d) 

   
(e) (f) (g) (h) 

Fig. 9. Description of the robot manipulator stamps the signet and draws a picture 

As shown in Fig. 9, the robot manipulator can stamp the signet and draw a picture. 
The corresponding actions of the manipulator described in Fig.9 (a)~(g) are: (a) move 
the manipulator to the top of the signet, (b) pick up the signet, (c) stamp the signet, (d) 
hold the black pen, (e) draw a car shape, (f) hold the red pen to draw a flag, (g) 
picture the lights of the car. Finally in Fig.9 (f), we can see that a stamp and a car are 
on the paper. 

6   Conclusions 

In this paper, a vision-based robot manipulator is designed and implemented. The 
robot has a manipulator, two vision systems, and a three-wheeled omni-directional 
mobile chassis. The 5-DOF robot manipulator has a movable gripper. The forward 
kinematics and geometric inverse kinematics analysis of the robot manipulator are 
applied to control the manipulator to draw a picture and pick up balls. The robot uses 
its two vision systems to search and track balls, then the robot controls its manipulator 
to pick up a ball and put this ball into the box with the same color of the obtained ball. 
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The experimental results illustrate the robot can combine its vision systems with its 
manipulator to execute the assigned task efficiently. 
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Abstract. A sensor system is developed in the paper to measure the position and 
orientation of planar robots. In the sensor system, a monocular vision is integrated 
with a detection method for abstracting the scale- and orientation-invariant image 
features. Instead of using multiple cameras, a monocular vision is utilized as the 
only sensing device to reduce the computation cost. The scale- and orientation-
invariant method is employed to guarantee a robust detection and description of 
features abstracted from an image. Experiment is carried out on a free-moving 
monocular camera to verify the performances of the proposed system. 

Keywords: Scale- and orientation-invariant feature, Monocular vision, Robot 
pose estimation. 

1   Introduction 

The usage of multiple simple and small-size robots has more advantages than that of 
single complex and big-size robot in some applications [1-2], for example, manipulation 
of a large object in a restricted space or clearing the floor of a room. However, simple 
robots may neither have enough computation power for trajectory planning nor been 
equipped with sensor to explore the environment. These simple robots are usually 
supervised and controlled by a system which has sensory and strategy-planning 
capability. This paper presents a robot pose estimation system to measure the position 
and orientation of simple and small-size planar robots. A monocular vision is integrated 
with an image detection and description method in the sensory system to supervise the 
robots. The monocular camera is utilized as the only sensing device for the estimation 
system. It is obvious that using monocular vision is more computational efficient in 
image processing than using multiple camera. Meanwhile, the scale- and orientation-
invariant method is employed to guarantee a robust detection and description of features 
abstracted from an image. These robust features are utilized to construct a sparse map 
for robot localization as well as to provide apparent point marks on the moving planar 
robots for efficient estimation of these robots. 

2   Monocular Vision Sensor 

The proposed sensor system includes a monocular vision and a robust image feature 
detector. The monocular vision is utilized as the only sensing device. The feature 
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detector is based on the concept of Speeded-Up Robust Features (SURF) developed 
by Bay et al. [3]. The monocular vision model and the SURF method are described in 
detail in the following subsections. 

2.1   Visual Sensor Model 

Two coordinate systems, the camera frame {C} and world frame {W}, are set as 
shown in Fig. 1. The perspective projection method [4] is employed to model the 
transformation from 3D space coordinate system to 2D image plane. For ith image 
feature observed by the monocular vision, the measurement is expressed as 
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where (Iix, Iiy) are the pixel coordinates of ith image feature; fc is the focal length of 
the camera denoting the distance from camera center to image plane; (u0, v0) is the 
offset pixel vector from the hardware image plane to pixel image plane; 

TC
iz

C
iy

C
ix

C
i hhh ][=h  is the ray vector of the image features in the camera frame. 

The 3D coordinates of an image feature, as shown in Fig. 1, are given as 

C
i

W
Ci hRrY +=  (2)

W
CR  is the rotational matrix from world frame to camera frame and can be 

represented using the elementary rotations [5]. The components of ray vector can be 
obtained from Eqn. (1) with measured pixel coordinates. Substituting the ray vectors 
into Eqn. (2), we can get the measurement of features in world frame in terms of pixel 
coordinates of the image feature. An alternative method to determine the ray vector of 
the monocular camera is by using a state estimator, for example, extended Kalman 
filter (EKF) [6-7]. 

2.2   Speeded Up Robust Features (SURF) 

The basic concept of scale- and orientation-invariant method is to detect image 
features by investigating the determinant of Hessian matrix H in scale space [8]. In 
order to speed up the detection of image features, Bay et al. [3] utilize integral images 
and box filters to process on the image instead of calculating the Hessian matrix, and 
then the determinant of Hessian matrix is approximated by 

2
approx. )()det( xyyyxx wDDD −=Η  (3)

where Dij are the images filtered by the corresponding box filters; w is a weight 
constant. The interest points or features are extracted by examining the extreme value  
of determinant of Hessian matrix. Furthermore, the unique properties of the extracted 
SURF are described by using a 64-dimensional description vector [9]. 
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Fig. 1. Monocular vision system 

3   Robot Pose Measurement 

The camera model described in Subsection 2.1 is utilized to measure the pose of 
planar robots. One special case is assumed in this section, more general cases can be 
derived using similar concepts. In this special case, the height of the robot and the 
width of the field L are known. 

3.1   Focus Length 

The focus length of the camera is determined by the following steps. Firstly, the 
camera is located in center-front of the field as shown in Fig. 2. The axes XC and YC of 
the camera frame are aligned along with XW and –YW, respectively. The height from 
the camera to the ground is N and the horizontal distance to the filed is M. Secondly, 
the height N and the distance M are adjusted and an angle -θ along with XC is rotated. 
The purpose is to align the image of the line OWB along with the bottom of the image 
plane. Finally, one image is captured at this camera location to calculate the focus 
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Fig. 2. Monocular vision is located at center-front of the field 
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length. As shown in Fig. 2, the straight line from the origin OC of the camera frame to 
point B in the filed can be expressed as 
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where 01 2/ uLt = is the parameter of straight line OCB. Therefore, the camera focus 

length fc can be obtained as 
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3.2   Ray Vector of Feature Point 

As mentioned in Eqn. (2), any space point can be expressed in world frame as [Yx, Yy, 

Yz]
T or as a ray vector [ C

xh , C
yh , C

zh ]T in camera frame. For the camera location 

described in Subsection 3.1, any space point represented by Eqn. (2) can be 
rearranged to be a homogenous transformation from world frame to camera frame. 
The homogenous transformation is defined as 
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where 02 2/ uLt = is the parameter of the straight line from the origin OC of the 

camera frame to the origin OW of the world frame. Furthermore, the camera rotation 
angle θ, as shown in Fig. 3, is calculated as 
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If ith feature point is expressed as Yi in world frame and C
ih  in camera frame, as 

shown in Fig. 3, the projection of this feature point on the image plane is C
iP  and 

expressed in camera frame as 

320 )( ttuYP ix
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320 ttvYYP iziy
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Fig. 3. Ray vector seen from the monocular vision (side view) 

where t3 is the parameter of the straight line from the origin of the camera frame to the 
feature point. From Eqn. (10), the straight line parameter is determined as 

θθ cossin iziyc

c

YYtf

f
t

−+
=

2
3  (11)

Substitute Eqn. (11) into Eqns. (8)-(9) to determine the coordinate of PC. From Eqn. 
(1), the pixel coordinate of ith feature point can be expressed as 
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Note that this feature point is located on top of the robot and the height Yiz of the 
planar robot is given. Therefore, the coordinate of ith feature point in world frame can 
be obtained by solving Eqns. (12)-(13) to get 
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The orientation of the robot is calculated as 
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where h  is vector from point h2 to h1 as shown in Fig. 4; W
xu is the unit vector in x-

axis of world frame. 
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Fig. 4. Orientation of the robot 

    
 (a) (b) 

    
 (c) (d) 

Fig. 5. Four robot positions to be measured 

4   Experimental Results 

The integrated system is implemented in this paper to demonstrate the proposed 
algorithm. The experiment is carried out to measure the pose of planar robots. In this 
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example, the state of the monocular camera is estimated with the coordinate (27cm, -
46.5cm, 77cm). The height of the robot Yz=13.5cm and the width of the field L=54cm 
are also given. In this case, the straight line parameter, the camera focal length, and 
the angle θ are calculated as t1=0.17, fc=519.2pixels, and θ=0.77rad, respectively. The 
robot pose can be estimated by using Eqns. (14)-(16). The robot pose at four different 
positions, as shown in Fig. 5, is estimated and the results are listed in Table 1. 

Table 1. The real and measured poses of the robots at four different locations 

 Real poses measured poses 
Location x(cm) y(cm) z(cm) α(degree) x(cm) y(cm) z(cm) α(degree) 

(a) 42.0   8.8 0.0 42.97 7.97  4.4 
(b) 37.5  11.0 30.0 39.42 12.14  27.5 
(c) 31.5  11.2 60.0 32.90 12.80  55.5 
(d) 27.0   9.0 

13.5

90.0 27.02 8.31 

13.50 

 84.1 

5   Conclusion 

This paper presents a monocular visual measuring algorithm to determine the position 
and orientation of planar robots in the environment. The camera model is utilized to 
determine the ray vector of the features with given camera location. Meanwhile, the 
scale- and orientation-invariant image features are detected to represent the moving 
robot. Experiments have been carried out to verify the performances of the proposed 
algorithm. 

In this paper, we present one special case with specific camera location. More 
general cases can be derived, if alternative method is utilized to determine the ray 
vector of the monocular camera. A state estimator, for example, extended Kalman 
filter (EKF) can be used to estimate the state of the camera and image features. 
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Abstract. A robot state estimation algorithm based on the vision feedback is 
proposed in the paper. The algorithm consists of an image feature detector and 
an extended Kalman filter (EKF) based estimator. The detected image features 
are scale-invariant and provide a robust representation of moving objects and 
static landmarks in the environment. The recursive EKF-based estimator is 
utilized to determine the pose and velocity of moving robots. Experiments are 
carried out on a hand-held binocular camera to verify the performances of the 
proposed state estimation algorithm. The results show that the integration of the 
image feature detector and the state estimator is efficient in highly dynamic 
environments. 

Keywords: Robot State Estimation, Extended Kalman Filter (EKF), Binocular 
Vision. 

1   Introduction 

In visual surveillance system, the cameras are usually fixed in space. These cameras 
might have the capability of directional and zoom (pan-tilt-zoom, PTZ) control, but 
they lost the mobility in the environment. In this paper, we present a visual 
surveillance system which is free to move in space. This system is realized by using a 
free-moving binocular vision which is integrated with a state estimation algorithm. 
The proposed state estimation algorithm consists of a scale-invariant image feature 
detector as well as a recursive extended Kalman filter (EKF) to determine the pose 
and velocity of mobile robots in the environment. This binocular vision may be 
installed on a mobile robot or any kind of carriers to supervise and control a group of 
small-size working robots. This paper encompasses a detailed illustration of the 
components of binocular visual state estimator as well as the experimental results of 
the implementation of the proposal algorithm. 

2   Binocular Visual Surveillance System 

The visual state estimator consists of a binocular vision model, the Speeded-Up 
Robust Features (SURF) [1] detector, and an estimator based on extended Kalman 
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filter (EKF). The detail description of SURF detector can be found in the literature 
[1]. The formulation of the EKF-based estimator and the binocular vision model will 
be described in the following subsection. 

2.1   EKF-Based Estimator 

State estimation is a target tracking problem. The state sequence of a system at time 
step k can be expressed as 

( )111 ,, −−−= kkkk wf uxx  (1)

where xk is the state vector; uk is the input; wk is the process noise. The objective of 
the tracking problem is to recursively estimate the state xk of the target according to 
the measurement zk at k, 

( )kkk vg ,xz =  (2)

where vk is the measurement noise. In this paper, a hand-held vision sensor is utilized 
as the only sensing device for the measurement in SLAM system. We treat this hand-
held camera as a free-moving robot system with unknown inputs. The states of the 
system are estimated by solving the target tracking problem using EKF [2-3], 
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where xk|k-1 and xk|k represent the predicted and estimated state vectors, respectively; 
Kk is Kalman gain matrix; P denotes the covariance matrix, respectively; Ak and Wk 
are the Jacobian matrices of the state equation f with respect to the state vector xk and 
the noise variable wk, respectively; Hk and Vk are the Jacobian matrices of the 
measurement g with respect to the state vector xk and the noise variable vk, 
respectively. 

2.2   Binocular Sensor Model 

In the recursive state estimation algorithm, a binocular vision, as shown in Fig. 1, is 
utilized as the only sensing device for the measurement. The vector of measurement 
zk at time t=k is given as 

( )kk
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k
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kk vg ,xzzzz == ][ 21 "  (8)
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where m is the number of measurement at time k. The perspective projection method 
[4] is employed to model the transformation from 3D space coordinate system to 2D 
image plane. For ith observed image feature, the measurement is 
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where (Ix, Iy) are the pixel coordinates of a feature in the image plane; fC is the focal 
length of the camera denoting the distance from the camera center to the image plane; 
(u0, v0) is the offset pixel vector of the pixel image plane; TC

iz
C
iy

C
ix

C
i hhh ][=h  is 

defined as the ray vector of the image features in the camera frame. The 3D 
coordinates of ith image feature or landmark in world frame, as shown in Figure 1, is 
given as 

C
i

W
Ci hRrY +=  (10)

where r is the position vector of the camera frame; W
CR  is the rotational matrix [5] 

from the world frame {W} to the camera frame {C}. For the binocular vision, the 
pixel coordinates of two corresponded features in left- and right-image planes are 
given as 
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If the concept of standard stereo geometry (SSG), as shown in Fig. 2, is utilized, the 
ray vector can be expressed as 
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The ray vector of the image features in the camera frame is utilized as the prediction 
of measurement. From Eqns. (9)-(10), the ray vector is determined in terms of the 
state vector in world frame as 
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where sφ=sinφ and cφ=cosφ. φx, φy and φz are the corresponding rotational angles in 
world frame. 
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Fig. 1. Binocular vision sensor system 
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Fig. 2. Perspective projection model of the binocular vision 

2.3   Speeded Up Robust Features (SURF) 

The basic concept of a scale-invariant method is to detect image features by 
investigating the determinant of Hessian matrix H in scale space [6]. In order to speed 
up the detection of image features, Bay et al. [1] utilize integral images and box filters 
to process on the image instead of calculating the Hessian matrix, and then the 
determinant of Hessian matrix is approximated by 

2
approx. )()det( xyyyxx wDDD −=Η  (14)

where Dij are the images filtered by the corresponding box filters; w is a weight 
constant. The interest points or features are extracted by examining the extreme value 
of determinant of Hessian matrix. Furthermore, the unique properties of the extracted 
SURF are described by using a 64-dimensional description vector [7]. 

2.4   Integrated System 

The architecture of the visual surveillance system is depicted in Fig.3. First, the scene 
is captured by the binocular stereo vision. Apparent features on the small-size robots 
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will be detected and tracked in between two images of the binocular vision. Second, 
an EKF-based state estimator is utilized to determine the pose and velocity of these 
robots. Finally, motion control for small-size robots is implemented according to the 
output of path planning and the visual feedback. Motion command is transmitted to 
small-size robots by radio frequency (RF) devices like bluetooth. In the integrated 
system, the surveillance and control system is implemented on a desk-top personal 
computer (PC). The command decoding and motor driving for small-size robots are 
executed on an 8051 micro-processor board. 

 

* *i

 

Fig. 3. Architecture of integrated system 

3   Experimental Results 

Two examples are carried out in this paper to demonstrate the proposed algorithm. 
These examples are designed for testing the robot motion command in Example 1 and 
for robot speed estimation in Example 2, respectively. 

Example 1. Robot control command testing 
In this example, the motion command transmission, decoding, and execution are 
verified in a real small-size robot system, as shown in Fig. 4. Motion command in  
 

 

Fig. 4. The small-size mobile robot 
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Table 1. Binary speed command and the actuated robot speed 

Binary 
command 

Robot speed
(cm/sec) 

Binary 
command 

Robot speed
(cm/sec) 

0000 0 1000 29.39±0.38 
0001 0 1001 32.88±0.60 
0010 0 1010 35.43±0.87 
0011 5.85±0.16 1011 37.78±0.67 
0100 8.78±0.27 1100 39.98±0.69 
0101 11.57±0.27 1101 41.78±0.45 
0110 17.04±0.35 1110 42.56±0.68 
0111 23.90±0.69 1111 46.91±0.55 

 
four-bit binary format is transmitted from PC to the 8051 board on small-size robots. 
The speed of the small robot is measured. The results are listed in Table 1. From the 
table, we can see that if the binary command smaller than 0010, the speed of the robot 
is zero due to static friction. The maximum speed of the small-size mobile robot is 
46.91cm/sec. For each of the measurement, 5 samples are taken. The results in the 
table are averaged measured velocity and the ± variation values indicate the standard 
deviation of the sampled measured values. 

Example 2. Robot speed estimation 
The speed of one small-size robot in the environment is determined using the 
proposed EKF-based state estimator. The computer interface for the binocular state 
estimator is depicted in Fig. 5. Stereo vision is established using both images captured 
by the binocular camera. Apparent features on the moving object are detected and 
tracked in between left- and right-image. The EKF-based state estimator is utilized to 
determine the robot velocities and the results are listed in Table 2. For each of the 
estimation, 5 samples are taken. The results in the table are averaged estimated 
velocity from the EKF-based estimator and the ± variation values indicate the 
standard deviation of the sampled estimated values. 

 

 

Fig. 5. Computer interface for the state estimator using binocular vision 
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Table 2. The real and estimated velocities of the robots in three cases 

 
Real velocity 

(cm/sec) 
Estimated velocity (cm/sec) 

Cases Vx Vy Vz Vx Vy Vz 
1 -5.00   0.00 0.00 -4.39±0.48 -0.25±1.11 -0.01±0.08 
2 0.00  5.00 0.00 -0.16±0.19 5.30±0.79 -0.34±0.34 
3 0.00  0.00 5.00 -0.08±0.17 1.45±0.95 5.42±0.39 

4   Conclusion 

This paper presents a robot state estimation algorithm based on the vision feedback to 
determine the pose and velocity of a robot in the environment. The scale- and 
orientation-invariant image features are detected to represent the moving robot and 
the static landmarks in the environment. Meanwhile, the EKF-based estimator is 
utilized to determine the pose and velocity of small-size robots in the environment. 
Experiments have been carried out on a hand-held binocular camera to verify the 
performances of the proposed algorithm. 
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Abstract. This paper describes the implementation of a fast and ac-
curate gesture recognition system. Image sequences are used to train a
standard SVM to recognize Yes, No, and Neutral gestures from different
users. We show that our system is able to detect facial gestures with
more than 80% accuracy from even small input images.

Keywords: Facial Recognition, SVM, Machine Learning.

1 Introduction

In this paper, we are presenting a machine learning approach to user independent
facial gesture recognition. The motivation is to learn a set of simple facial gestures
that are nevertheless practical and often useful in human robot interaction.

A SVM is used to train the system to detect three different gestures: Yes, No,
and Neutral as shown in Fig. 1. We investigate several pre-processing steps as
described in 3.2 to avoid overfitting and to speed up the facial gesture detection.

2 Related Work

In recent years, advances in robot hardware and software has led to increased in-
terest in the area of human robot interaction [5]. Many researchers have looked at
various aspects of full body gesture recognition for human robot interaction [4].

Many researchers have investigated the use of computer vision in facial ges-
ture recognition for human robot interaction, since vision provides a cheap and
ubiquitous, but extremely flexible and powerful sensor [3]. However, whereas
recognizing gestures and motions comes naturally to humans and animals, it is
very difficult for computers and robots. This is especially true in unstructured
environments where the lighting and background can not carefully be controlled
[7]. Researchers use mid-level vision features (e.g., the output of region segmen-
tation and matching or objects grouped through optical flow) to detect and
classify gestures. These features are then grouped into gestures using finite state
machines, particle filters, neural networks, and hidden Markov models.

T.-H.S. Li et al. (Eds.): FIRA 2011, CCIS 212, pp. 147–154, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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No Yes

Neutral Yes

No Neutral

Yes No

Fig. 1. Sample Sequences of Gestures

Fig. 2. Linear SVM example showing support vectors, margin, and slack variables

Several researchers have investigated the use of neural networks in recognizing
facial gestures [2]. However, these systems are not in common use because their
accuracy is not high enough in unstructured environments and without time
consuming calibration.

In recent years, support vector machines (SVM) first introduced by Vapnik in
1995 have shown very good performance in a range of supervised classification
problems [8]. Support vector machines try to learn a decision surface that max-
imizes the separation between positive and negative instances of the decision
problem. This separation is called the margin and the instances that lie along
the margin are called support vectors, which give SVMs their name. An example
of a two-dimensional SVM is shown in Fig. 2.

The simplest form of SVM learns linear classifiers which break the training
data, which is represented as an n dimensional input vector, into two classes
using a n−1 dimensional hyperplane. These so-called hard margin Linear SVMs
may fail if the training set cannot be separated by a hyperplane.
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Linear 3rd Degree Poly

Radial Basis Function Sigmoid

Fig. 3. SVM examples for different decision surfaces. Training data is shown as dots.

A commonly used extension of SVMs are soft-margin SVMs, that do try to
both (a) maximize the margin, and (b) minimize the distance of misclassified
instances to the boundary of the correct margin boundary. This distance is
modelled using so-called slack variables.

SVMs have also been used with more complex decision surfaces such as second,
third, or higher order polynomials, radial basis functions, and sigmoid functions.
Figure 3 shows a randomly created two-dimensional sample problem. The train-
ing data is shown as blue and green dots and the decision surfaces are shown in
the corresponding colour.

Other researchers have attempted to use SVMs to learn gestures using support
vector machines [6].

3 Design

Implementing a SVM based machine learning system required the implementa-
tion of a quadratic programming problem solver, which is non-trivial. Luckily,
a high quality open-source library LIBSVM was developed and made available as
open source software by Chang, Chih-Chung and Lin, Chih-Jen [1].

LIBSVM has bindings to various programming languages include C,Java, and
Python. It provides several optimizations and improvements to the original SVM
model. It is fast, reliable, and well documented. We therefore chose to use LIBSVM
as the SVM solver in our application. The system described in this paper was
implemented in Java and the complete code can be downloaded from our lab
website (http://aalab.cs.umanitoba.ca).
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3.1 Conversion of Images into Instance Vectors

The images must be converted into real-valued vectors so that they can be used
as inputs to an SVM. One issue is that intuitive conversions of the input to a real-
valued scalar may result in greatly different scales for the different dimensions
of the vector. For example, if we are trying to learn a classifier for predicting a
disease then we may want to include body weight as well as amount of iron in
the blood stream. However, typical body weight will be around 75 kg, whereas
iron will be measured in milligrams. But classification using SVMs is based on
the dot product of the instance and the weight vector, which corresponds to the
angle between the instance and weight vector. Any change in the iron vector will
be overshadowed by changes in the weight vector.

Therefore, scaling of the real-valued input vector is an important step that
determines the success of the SVM. This is easily done in images, since the
minimum and maximum of the different channels is known. We normalize each
colour channel (red, green, or blue) of a pixel or brightness of a pixel into a value
between 0 and 1, by dividing it with 255, the maximum value for each channel or
brightness. The values of the difference images are normalized by dividing each
value with two times the maximum and adding a constant offset of 0.5 to the
value for colour or greyscale difference images respectively.

The vector for an instance is created from an image by joining pixels from the
top left to the bottom right along each row.

3.2 Pre-processing

In most machine learning applications, too much data is just as bad as too little
data. The reason for this is that too much input data often leads to overfit-
ting because features that are not relevant to the target concept may occur in
significant patterns by chance. This problem is called the curse of dimensionality.

We therefore investigated several pre-processing methods to reduce the size
of the input from the original 240*60*3 dimensional vector. We considered four
direct and two difference representation pre-processing steps as described in the
following.

Direct Representation. Firstly, we converted the colour images to grey-scale
images. Each pixel was replaced by the average brightness of the red, green, and
blue channels.

Secondly, we sub-sampled the images by a factor of four, which resulted in
60*15 sized images. Each pixel in the sub-sampled image is the average of four
adjacent pixels in the original image.

Difference Representation. We also investigated a difference representation
for the input images. In that case, an image was created by subtracting the first
image from the second image in the sequence and another image by subtracting
the second image from the third image in the sequence. The two images were
then combined into an input image. A sample difference image is shown in Fig. 4.
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⇒

Fig. 4. Sample difference image

4 Evaluation

We evaluate the performance of the system by creating a database of eight
different subjects. Each subject was asked to show three gestures (Yes, No, and
Neutral) for approximately 30 seconds each.

It is difficult to recognize gestures using adjacent frames in the video sequence
since there is only very small differences between successive frames in a video
stream at high frame rates. For example, the difference between images is only
33.30ms at 30 frames per second. We therefore create frame sequences by select-
ing three images that are spaced approximately 200ms apart and discarding the
intermediate frames. This results in three images where the first and the middle
and the middle and the end frame are 200ms apart.

Approximately one second after the instruction is given to the subject we start
to record video and extract approximately 70 frame sequences from the video
randomly. This results in approximately 70 frame sequences for each of three
gestures (Yes, No, Neutral) for eight subjects or a total of 1572 frame sequences
in our database.

To avoid biasing the sequences, the selection and order of subjects was done at
random and all other factors (e.g., time of day) was kept as constant as practical.

The algorithms were trained and their generalization ability tested using a n
percent holdout method. That is, n percent of the sequences were selected at
random and used for training.

SVM only provide binary decision procedures. We therefore use the following
common approach to solving the multi-variate decision problem. Three separate
SVMs are trained for Yes, No, and Neutral respectively. For example, the SVM
for Yes uses sequences of Yes as positive examples and all other sequences (No,
Neutral) as negative examples. Similarly we train the No and Neutral SVMs.

After training, the system classifies all 1572 sequences in the database. We
measured the accuracy of the system as the percentage of correctly classified
sequences in the database.

An sequence is classified by computing its classification using the Yes, No,
and Neutral SVM and by comparing the strength of the classifier in the positive
region. The sequence is classified as the gesture associated with the SVM that
returns the maximum in the positive region.

4.1 Pre-processing

First, we compare the performance of the SVM using various pre-processing steps
described in section 3: (a) colour image 80x60, (b) colour sub-sampled image
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Fig. 5. Accuracy vs. training instances grouped by pre-processing method

20x15, (c) grey-scale 80x60 image, (d) grey-scale sub-sampled image (20x15),
(e) difference image 80x60, (f) difference sub-sampled image 20x15.

Figure 5 shows the accuracy of the SVM gesture recognizer with different
number of training instances. The influence of the number of training instances
is discussed in Subsec 4.2.

The entries for 6%, 8%, and 10% show that there is some variation in the
pre-processing methods and that no clear winner emerges. In general the larger
image size methods (80x60) seem to perform better than the sub-sampled image
methods (20x15), but that difference is not statistically significant. With suffi-
cient training instances, the performance of the four methods described above is
above 80%, which is suitable for our application.

4.2 Number of Training Instances

The first characteristic we investigated is the number of training examples needed
to train an accurate classifier. Figure 5 shows the accuracy of various pre-
processing methods dependent on the number of training examples.

The number of training samples is an important parameter of the algorithm
since the run time and storage complexity of an SVM algorithm grows with the
square of the number of training samples.

We trained the SVM gesture recognizer using an increasing number of training
samples from 2% to 10% of the dataset. This corresponds to 31 to 155 training
images out of a total 1572 images in the data set. The accuracy was evaluated
using the full 1572 images.

As can be seen, the performance of the system is poor if only two percent of
the data set is used as training data, but improves quickly. There is no statistical
difference in the performance of the system with 8% (125 images) or 10% (157
images) of training instances.

The effect of increasing the number of training instances on the runtime is
shown in Fig. 6.
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Fig. 6. Runtime vs. training instances grouped by pre-processing method

As can be seen, the runtime grows steeply with increasing the number of
training samples for the large image size. Reducing the size of the image greatly
reduces the runtime of our algorithm from 1 minute 51 seconds to 8.64 seconds.

4.3 Difference Representation

As can be seen in Fig. 7, the performance of the difference methods is worse
than expected. The accuracy on the entire data set is only 40%.

This is due to the fact that as in most robotics applications, calculating the
difference between sensor signals greatly increases the suscebitability to noise.
So small noisy inputs are amplified by calculating the derivative of the input
signal. In this case, the few detected true motion pixels are overshadowed by
background noise.

Fig. 7. Accuracy vs. training instances for difference representations
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5 Conclusion

We describe a fast and practical SVM learning system for detecting facial ges-
tures indicating Yes, No, or Neural expressions. It is shown that even small
images of size 20x15 are suitable to detect the gesture. This means that the
system can be combined with a face detector to watch multiple users in a
single view.

References

1. Chang, C.-C., Lin, C.-J.: Libsvm: a library for support vector machines. Computer,
1–30 (2001)

2. Hagg, J., Rkl, B., Akan, B., Asplund, L.: Gesture recognition using evolution strat-
egy neural network, pp. 245–248. IEEE, Los Alamitos (2008)

3. Hasanuzzaman, M., Ampornaramveth, V., Bhuiyan, M.A., Shirai, Y., Ueno, H.:
Real-time vision-based gesture recognition for human robot interaction. In: 2004
IEEE International Conference on Robotics and Biomimetics, pp. 413–418 (2004)

4. Lee, S.-W.: Automatic gesture recognition for intelligent human-robot interaction.
In: 7th International Conference on Automatic Face and Gesture Recognition FGR
2006, pp. 645–650 (2006)

5. Mitra, S., Acharya, T.: Gesture recognition: A survey. IEEE Transactions on Sys-
tems Man and Cybernetics Part C Applications and Reviews 37(3), 311–324 (2007)

6. Oshita, M., Matsunaga, T.: Automatic learning of gesture recognition model using
som and svm. Advances in Visual Computing, 751–759 (2010)

7. Valibeik, S., Yang, G.-Z.: Segmentation and Tracking for Vision Based Human Robot
Interaction. IEEE, Los Alamitos (2008)

8. Vapnik, V.N.: An overview of statistical learning theory. IEEE Transactions on
Neural Networks 10(5), 988–999 (1999)



T.-H.S. Li et al. (Eds.): FIRA 2011, CCIS 212, pp. 155–161, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Simulation-Based Analysis and Experimental 
Verification of Chaotic Circuits 

Pao-Lung Chen and Ke-Xin Lin 

Dept. of Computer and Communication Engineering,  
National Kaohsiung First University of Science and Technology,  

No. 2, Jhuoyue Road, Nanzih District, Kaohsiung City 811, Taiwan, R.O.C. 
plchen@nkfust.edu.tw 

Abstract. This paper presents a simulation-based analysis of chaotic circuits. In 
the simulation and experiments, the inductor is replaced with one operational 
amplifier (OP) and other linear components. The negative resistance is realized 
with two μA741 OPs. At first, we discuss the low loss chaotic circuit. Then, 
we proposed a lossless chaotic circuit. Finally, we verify those simulations with 
experimental results. Applications of chaotic circuits to robot will also be 
described.  

Keywords: Chaotic circuits, frequency domain analysis, robot control. 

1   Introduction 

Chaos is a widely phenomenon in dynamical systems which can be viewed through 
chaotic circuits. In addition, the chaotic circuits can be applied in many areas of 
applications such as chaos secure communication, random number generator and 
robot control. Chua’s circuit was proposed by Professor Chou in 1982 [1] due to its 
easy implementation as well as robustness to parametric mismatches. The study of 
nonlinear electronic circuits has received great attention in the past decades [2]. 
However, it required a noncommercial valued inductor for Chou’s circuit.  Active 
operational amplifier is used in [3] with loss of energy. In this paper, we presented a 
simulation based analysis of chaotic circuits. We propose a lossless chaotic circuit.  In 
addition, we also verified it experimental results.  

 
 (a)                                            (b) 

Fig. 1. (a) Chua’s chaotic circuit. (b) (I/V) characteristics of nonlinear element. 
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A basic third-order chaotic circuit is shown in Fig. 1 (a). It consists of three basic 
circuit elements.  One is the linear inductor L. The second is the two capacitors C1 and 
C2. The thirds are the resistors which includes one linear resistor R and the Chua’s 
diode NR.  The nonlinear circuit of Chua’s diode is a critical element which has three 
segments with negative resistance NR [4] as shown in Fig. 1 (b).  

The circuit equations in Fig. 1 can be represented in the following differential 
equations [1]: 

 
 

 
 
 
 
 
 
 
 

The I/V characteristics of iNR is shown in Fig. 1(b). The slopes of the inner and 
outer regions are Ga and Gb, respectively, while Bp indicates the breakpoints as 
indicated in equation (4). Fig. 2 is the the implementation of nonlinear resistor NR.. 
The diodes of D1 and D2 are 1N4148. The resistive value of each resistor is 
R1=R2=220Ω, R3=1.285KΩ, R4=R5=3.3KΩ and R6=R7=47KΩ. The operational 
amplifier is uA741 and VEE =+9V, VCC=-9V. The value of Ga is -1.072 x 10-3, Gb is 3 
x 10-4 and the Bp is 6.83V [4]. 

 

Fig. 2. Implementation of negative resistor NR 

            
                               (a)                                                           (b) 

Fig. 3. a). Experiment of Chua’s circuit b). Measurement of double-scroll(VC2 v.s VC1) 
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When L=10mH ， C2=83nF ， C1=4.5nF and R=1.760KΩ, Fig. 3(a) is the 
experimental verification of Chua’s circuit based on discrete components. Fig. 3(b) is 
the measurement of double scrolls (VC2 v.s. VC1).  

2   Characteristics of Low Loss Chaotic Circuit  

To investigate the synchronization of identical chaotic systems, we would like to fix 
the parameters of the Chua’s circuits as in [5]. The system exhibits a chaotic attractor; 
specially the double-scroll attractor [6,7]. A low loss chaotic circuit with three  μA 

741 Ops is shown in Fig. 4. The inductor is replaced with an operational amplifier, 
resistors and capacitor. The capacitance of C1 and C2 are 10nF and 100nF, 
respectively. Two μA741 Ops and four resistors are used to implement the nonlinear 
element NR. The linear inductor has been implemented by one μA741, one capacitor 
2.88uF, two 500Ω resistors and two 12.5Ω resistors. We obtain chaotic behavior 
with double scroll for different value of R in the range of 1390Ω < R < 1471Ω. 

  

           Fig. 4. Low loss chaotic circuits        Fig. 5. Simulation out waveform at point A and B 

            
                             (a)                                                           (b) 

Fig. 6. Low lost chaotic circuits for transient analysis of VC1 v.s. VC2. (a) Simulation. (b) 
Experimental result.  

Fig. 5 is the simulation of voltage output waveform at point A (VC1) and point B 
(VC2). Point A is the voltage on capacitance C1=10nF and point B is voltage across 
C2=100nF. The voltage at point A has large swing as compared with point B due to 
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smaller capacitance value. The voltage output swing of point A and point B is 
inversed with the value of capacitors. The voltage of point A will oscillate in two 
different states. The X-Y mode simulation of VC1 v.s. VC2 is shown in Fig. 6(a). Fig. 
6(b) is the experimental result. The chaotic circuit is in two oscillation cycles which is 
called double-scroll.  The X-axis is the output voltage of VC1 and the Y-axis is the 
output voltage of VC2.  

3   Proposed Chaotic Circuits with Lossless Inductor  

We proposed a lossless inductor using μA 741 Ops is shown in Fig. 7. The major 
difference of Fig.7’s realization of inductor as compared with Fig. 4’s realization of 
low lost inductor. The derivation of the equivalent circuit is described in equation (5). 
In Fig. 7, the V1 is the input voltage and the i is the input current and of the equivalent 
inductor. The voltage at the output of operational amplifier is Vo.  

 
Fig. 7. Equivalent circuit for lossless inductor 
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        (a)                            (b) 

Fig. 8. A lossless chaotic circuit. (a). Circuit diagram. (b). Experimental board. 

   
             (a)                                (b) 

Fig. 9. Voltage output waveform of VC1 and VC2 (a). Simulation  (b). Experimental result 

         
          (a)                                  (b) 

Fig. 10. Lossless chaotic circuit for transient analysis of VC1 v.s. VC2. (a). Simulation (b). 
Experimental result. 

If we let R=1KΩ and C3=9nF, C4=27nF, then we can get Leq=18mH by using the 
equation (5). In Fig. 8, the realization of negative resistance NR is the same as in Fig. 
4. The value of capacitors C1 and C2 are 10nF and 100nF, respectively. Fig. 8(b) is the 
experimental circuit board to implement the lossless chaotic circuit. 
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Fig. 9(a) is the simulation of voltage output waveform at point A (VC1) and point B 
(VC2) when resistor R is 1750Ω. Fig. 9(b) is the measurement from experimental 
circuit. The amplitude of VC1 and VC2 has large swing. The X-Y mode simulation of 
VC1 v.s. VC2 is shown in Fig. 10(a). Fig. 10(b) is the experimental result. The X-axis is 
the output voltage of VC1 and the Y-axis is the output voltage of VC2.  

3.1   Frequency Analysis of Low Lost Chaotic Circuit 

Fig. 11 and Fig. 12 are the frequency spectra of VC1 and VC2 when R is 1750Ω. The 
frequency spectra distributions of VC1 and VC2 are different. The frequency 
distributions of VC1 spread over 5.9KHz. However, the VC2 has three main frequency 
locations on 1KHz, 2KHz and 5KHz.  

 

Fig. 11. Frequency spectra of VC1 

    

Fig. 12. Frequency spectra of VC2 

3.2   Comparison of Low Lost and Lossless Chaotic Circuits 

The lossless chaotic circuit has better performance as compared with low lost chaotic 
circuit. The lossless chaotic circuit has larger amplitude and wider frequency 
spectrum. Table 1 is the comparison of low lost inductor and lossless inductor.   
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Table 1. Performance comparison 

Type Low-lost inductor Lossless inductor 
VC1’s amplitude 175mv 600mv 
VC2’s amplitude 1.57V 3.26V 
Inductor 1OP, 2.88uF, 12.5Ω 1OP, 27nF, 9nF, 1KΩ 
Spectrum  Small range Large range 

3.3   Applications to Robot Control 

The lossless chaotic circuit is excellent in secure communication which can be 
applied in remote robot control. In addition, the chaotic circuit can generate the 
uniform random number which could be used as a decision mechanism for random 
walking.   

4   Conclusion 

In this paper, we present a simulation based analysis of low lost chaotic circuits. We 
also proposed a lossless chaotic circuit. The lossless chaotic circuit has wider range of 
chaotic behavior as compared with low lost chaotic circuit. All of the circuits have 
been simulated and verified by experimental results. The negative resistance is 
replaced by operational amplifiers and diodes. The inductor is also replaced with 
operational amplifiers and other discrete components. Finally, we applied the 
frequency domain analysis for all of the chaotic circuits. The frequency distribution of 
the chaotic circuit located under 5KHz. The proposed chaotic circuit can be applied in 
the in the secure communication for robot control.  
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Abstract. Background subtraction is one of several image segmentation 
techniques. This technique is used in conditions where the background is boring 
and static, such as in video surveillance. The codebook model is one of the 
latest and best techniques utilized for background subtraction. Implementing 
this technique for robotic soccer vision is a good idea. However, the robotic 
soccer application needs very fast and robust image pre-processing for image 
segmentation. We slightly modified the codebook algorithm to get the best 
performance to be implemented in robotic soccer vision. The result of the 
experiment shows that the performance of the algorithm becomes better. 

Keywords: Background subtraction, codebook model, robot soccer, image 
segmentation. 

1   Introduction 

Background subtraction is the main idea of image segmentation for detecting moving 
objects in video surveillance, traffic monitoring and other systems which involves 
static backgrounds. The main principle is the comparison of the condition in the 
current image with the background model. This technique is superior for use with 
video which has a static and boring background. In relation to this, robotic soccer 
applications also have static backgrounds in the form of the soccer field. Thus, in this 
paper we have tried to implement the background subtraction technique to overcome 
this constraint. The idea is to subtract the robots from the soccer field. 

An adaptive technique was introduced for estimating the background based on 
learning which was calculated after every frame processed [1].This algorithm was 
computationally expensive. Another technique was introduced similar to the one 
before, and the learning process is based on distance and color but still the 
computational process was expensive [2]. The simplest technique for background 
modeling was to assume that intensity values can be modeled by a single distribution 
[3]. The single-mode model is hard to handle for slight changes of background, like 
those due to swaying trees, moving curtains or perhaps changes of illumination.  

The Mixture of Gaussians (MOG) method [4] was introduced to model more 
complex non-static backgrounds. Another method based on MOG has been widely 
proposed, such as utilization of the Bayesian frameworks [5]. MOG has performed 
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well, but it has some disadvantages. For a low learning rate, it produces a very wide 
model. For objects that move slowly, the possibility that they will be absorbed into 
the background model was high. This problem is described in [6]. 

The Codebook (CB) model was proposed and it can handle a non-static 
background for a long period of training [7]. Some other techniques were proposed 
based on this CB model. A Box-based CB model [8] was introduced to simplify the 
base CB algorithm. Meanwhile [9] stated that the frequency parameter should be 
included into the algorithm. An improved CB model was introduced by accessing the 
image by clusters and not pixel by pixel [10]. 

In this paper we have tried to focus on the modified version and implement this CB 
model of background subtraction for robotic soccer vision. Color segmentation is 
widely used to separate the object from the soccer field. The simplest method is 
classifying it by using the YUV color channel [11], [12]. Classifying the color object 
using the YUV image also was proposed in [13] but it subtracts the background from 
the foreground first. This method only classified the intensity of the current image and 
defined the threshold value. The matching pixels will belong to background and 
others will belong to foreground. In this paper we have tried to implement the 
modified CB based background subtraction in robotic soccer vision. The aim is to 
acquire an inexpensive approach for object recognition for robotic soccer vision.  

In the following section, the CB model and the modified CB are described. In 
section 3, the experimental results of the proposed approach are shown. The 
conclusion is addressed in section 4. 

2   Codebook Based Background Subtraction 

We had decided to focus on the CB method [7]. We chose this method because it is 
considered as a good one for background subtraction for real-time tracking. We have 
left out the MOG because the CB has overcome the MOG as indicated in several 
researches such as in [7]-[10].  

2.1   Codebook  

CB is a method that models the background. It is based on long scene observation to 
construct the model. For each pixel, it builds a codebook which consists of one or 
several codewords. The number of codewords for each pixel varies, depending on the 
background variations.  

Let ܺ  be the sample value of pixel in training of sequence image: ܺ ൌሼݔଵ, ,ଶݔ ,ଷݔ … ,  ே ሽ where ܰ is the number of frames in the training sequences. Thenݔ
let ܥ as the pixel codebook consist of ܮ codewords: ܥ ൌ ሼܿଵ, ܿଶ, ܿଷ, … ,  ௅ ሽ. Each pixelܥ
has different sizes of codebooks; it depends on the variations of the sample.   

Each codeword ܿ௜, ݅ ൌ 1 … ܮ , consists of an RGB vector ݒ௜ ൌ ሺܴ௜, ,௜ܩ -௜ሻ and 6ܤ
tuple ܽݔݑ௜ ൌ ,Îۦ Ĭ, ݂, ,ߣ ,݌  Thus, the codebook model contains color, intensity and .ۧݍ
temporal information. The detailed variable of codeword is described below. 

Î  : The maximum intensity of accepted codeword. 
Ĭ  : The minimum intensity of accepted codeword. 
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݂ : The frequency of occurred codeword. ߣ : The maximum negative run-length (MNRL) is defined as the longest time 
interval that codeword has not recurred. ݌ :  The first access time that codeword has occurred. ݍ :  The last access time that codeword has occurred. 

In the training period, each value of ݔ௧  at time ݐ  , is compared with the current 
codebook to determine which the codeword ܿ௠ that matches. In CB, to determine the 
codeword is matching, color distortion and intensity bounds are used. The details are 
given below. 

 
Algorithm 1. Codebook Modeling ܮ ൌ 0, ܥ ൌ ݐ ࢘࢕ࢌ (empty set of codebook) ׎ ൌ ݋ݐ 1 ܰ do 

(i) ݔ௧ ൌ ሺܴ, ,ܩ ,ሻܤ ܫ ൌ  √ܴଶ ൅ ଶܩ ൅   ଶܤ 
(ii) Find the codeword ܿ௠  in ܥ ൌ ሼܿ௜ ൌ 1 ൑ ݅ ൑ ௜ݔ ሽ  matching to ܮ  based 

these (a) and (b) conditions 
(a) ܿݐݏ݅݀ݎ݋݈݋ሺݔ௜, ௠ሻݒ ൑  ଵߝ 
(b) ݅݊ݕݐ݅ݏ݊݁ݐ൫ܫ, ,Îۦ Ĭۧ൯ ൌ  ݁ݑݎݐ

(iii) ܥ ݂ܫ ൌ ܮ or there is no match, then ׎  ൌ ܮ ൅ 1. Create new codeword ܿ௅ 
by defining: 

௅ݒ • ൌ ሺܴ, ,ܩ  ሻܤ
௅ݔݑܽ • ൌ ,Îۦ Ĭ, 1, ݐ െ 1, ,ݐ  ۧݐ

(iv) Otherwise, update the matched codeword ܿ௠  consisting of ݒ௠ ൌሺܴ௠, ,௠ܩ ௠ݔݑܽ ௠ሻ andܤ ൌ ,Î௠ۦ Ĭ௠, ௠݂, ,௠ߣ ,௠݌  :௠ ۧ by definingݍ

௠ݒ • ൌ ሺ௙೘ோ೘ାோ௙೘ ା ଵ , ௙೘ீ೘ାீ௙೘ ା ଵ , ௙೘஻೘ା஻௙೘ ା ଵ ሻ 

௠ݔݑܽ • ൌ ,ܫmax ሼۦ Î௠ሽ,  min൛ܫ, Ĭ௠ൟ , ௠݂ ൅  1, max ሼߣ௠, ݐ െݍ௠ ሽ, ,௠݌   ࢘࢕ࢌ ࢊ࢔ࢋ ۧݐ
For each codewordܿ௜, ݅ ൌ 1 … ௜ by definingߣ wrap around ,ܮ ௜ߣ ൌ max ሼߣ௜ ሺܰ െ ௜ݍ   ൅  ݌௜ െ  1ሻሽ. 

 
The condition (a) and (b) are matching when the color of ݔ௧  and ܿ௠  are close 

enough and the intensity of ݔ௧ lies between the range bounds of ܿ௠. Color distortion 
will be described in the following. When an input pixel ݔ௧ ൌ ሺܴ, ,ܩ ሻܤ  and a 
codeword ܿ௜ where ݒ௜ ൌ ሺܴ௜, ,௜ܩ  ,௜ሻܤ

௧||ଶݔ||  ൌ  ܴଶ ൅ ଶܩ ൅ ܤଶ , ||ݒ௧||ଶ ൌ  ܴ௜ଶ ൅ ௜ଶܩ ൅ ܤ௜ଶ , ݔۦ௧, ௧ۧଶݒ ൌ ሺܴ௜ܴ ൅ ܩ௜ܩ ൅ ܤ௜ܤሻଶ , ݌ଶ ൌ ߠଶݏ݋ܿ ௧||ଶݔ||  ൌ ௫೟,௩೟ۧమ||௩೟||మۦ    
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The color distortion can be calculated by ܿݐݏ݅݀ݎ݋݈݋ሺݔ௧, ௜ሻݒ ൌ ඥ||ݔ௧||ଶ െ ଶ  (1)݌

,ܫ൫ݕݐ݅ݏ݊݁ݐ݊݅ ,Îۦ Ĭۧ൯ ൌ ሼࢋ࢙࢒ࢇࢌ ௢௧௛௘௥௪௜௛௜௦௘ࢋ࢛࢚࢘ ௜௙ ூ೗೚ೢ ஸห|௫೟|หஸ ூ೓೔   (2)

 
After the codebook model is constructed, the foreground is detected by using 

background subtraction directly. The detail algorithm is following: 
 

Algorithm 2. Codebook Background Subtraction 

௧ݔ (1 ൌ ሺܴ, ,ܩ  ሻܤ
2) For all codewords in ܯ, find the codeword ܿ௠  matching to ݔ  based on these 

condition: 
(i) ܿݐݏ݅݀ݎ݋݈݋ሺݔ, ܿ௠ሻ ൑    ଶߝ 
(ii) ݅݊ݕݐ݅ݏ݊݁ݐ൫ܫ, ,Î௠ۦ Ĭ௠ۧ൯ ൌ  ݁ݑݎݐ
Update the matched codeword in Step 2 (iv) in codebook construction 
algorithm. 

3) The pixel classified as background: 
ሻ࢞ሺࡿࡳ࡮  ൌ  ሼࢌ࢏ ࢊ࢔࢛࢕࢘ࢍࢋ࢘࢕ࢌࢋ࢙࢏࢝࢘ࢋࢎ࢚࢕ ࢊ࢔࢛࢕࢘ࢍ࢑ࢉࢇ࢈ ࢋ࢘ࢋࢎ࢚ ࢙࢏ ࢕࢔ ࢎࢉ࢚ࢇ࢓   

εଶ is detection threshold. The pixel is classified as foreground if there is no matched 
codeword. Otherwise it is detected as background.  

2.2   Our Modified Codebook 

The CB is a pixel by pixel basis algorithm. It stores all information for each pixel in 
codebook models, and each codebook model consists of several codewords. The 
codewords themselves consist of RGB vectors and 6-tuple of auxiliary parameters. 
Even though this CB technique has been proved to be able to overcome the 
performance of other methods [7], we saw that the algorithm was still complex. In 
robotic soccer vision, we need very fast algorithms to process images, especially in 
the pre-processing phase. Here, the originality of our works is to modify the CB 
model to be less expensive in terms of processing time. We tried to implement CB as 
the image segmentation part which is used for subtracting the foreground, robots and 
ball, from the background, which is the soccer field. 

CB used the RGB image which consists of 3 channels R, G, and B. Then to get the 
intensity for intensity bounds, it calculated the three channels of RGB image. The 
calculation of intensity and color distortion from the CB algorithm is still expensive to 
be implemented in robotic soccer vision, because it is calculated for each pixel 
through the image sequences. Here, we simplify the algorithm by using images with 
the YUV color model. The aim is to minimize the pixel by pixel calculation. The Y 
image is used to get the intensity for intensity bounds. U and V are used to limit the 
color values. We just simply left out the color distortion and used the U and V values. 

So our codeword consists of two vectors ݊݅݉ݒ௜ ൌ ሺ ௠ܻ௜௡, ܷ௠௜௡, ௠ܸ௜௡ሻ and ݔܽ݉ݒ௜ ൌሺ ௠ܻ௔௫, ܷ௠௔௫, ௠ܸ௔௫ሻ  and contains 4-tuple ௜ݔݑܽ  ൌ ,݂ۦ ,ߣ ,݌ ۧݍ . Compared to the CB  
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algorithm, our algorithm reduces the intensity calculation. Our algorithm also reduces 
the conditional color distortion, for which the color distortion calculation is complex 
enough. The details of our codebook construction algorithm are below: 

 
Algorithm 3. Our Modified Codebook ܮ ൌ 0, ܥ ൌ ݐ ࢘࢕ࢌ (empty set of codebook) ׎ ൌ ݋ݐ 1 ܰ do 

(i) ݔ௧ ൌ ሺܻ, ܷ, ܸሻ  
(ii) Find the codeword ܿ௠  in ܥ ൌ ሼܿ௜ ൌ 1 ൑ ݅ ൑ ௜ݔ ሽ  matching to ܮ  based 

these conditions 
(a) ݅݊ݕݐ݅ݏ݊݁ݐሺܻ, ۦ ௠ܻ௜௡, ௠ܻ௔௫ۧሻ ൌ  ݁ݑݎݐ
(b) ݄ܿ1ܿ݅ݐܽ݉݋ݎሺܷ, ,௠௜௡ܷۦ ܷ௠௔௫ۧሻ ൌ  ݁ݑݎݐ
(c) ݄ܿ2ܿ݅ݐܽ݉݋ݎሺܸ, ۦ ௠ܸ௜௡, ௠ܸ௔௫ۧሻ ൌ  ݁ݑݎݐ

(iii) ܥ ݂ܫ ൌ ܮ or there is no match, then ׎  ൌ ܮ ൅ 1. Create new codeword ܿ௅ 
by defining: 

௅݊݅݉ݒ • ൌ ௅ݔܽ݉ݒ  ൌ ሺܻ, ܷ, ܸሻ 
௅ݔݑܽ • ൌ ,1 ۦ ݐ െ 1, ,ݐ  ۧݐ

(iv) Otherwise, update the matched codeword ܿ௠  consisting of ݊݅݉ݒ௠ ൌ ሺ ௠ܻ௜௡ , ܷ௠௜௡, ௠ܸ௜௡ሻ ௠ݔܽ݉ݒ , ൌ  ሺ ௠ܻ௔௫ , ܷ௠௔௫, ௠ܸ௔௫ሻ  and ܽݔݑ௠ ൌߣ ۦ௠, ,௠݌  :௠ ۧ by definingݍ
௠݊݅݉ݒ • ൌ  ሺ݉݅݊ሺܻ, ௠ܻ௜௡ሻ, ݉݅݊ሺܷ, ܷ௠௜௡ሻ, ݉݅݊ሺܸ, ௠ܸ௜௡ሻ 
௠ݔܽ݉ݒ • ൌ  ሺ݉ܽݔሺܻ, ௠ܻ௔௫ሻ, ,ሺܷݔܽ݉ ܷ௠௔௫ሻ, ,ሺܸݔܽ݉ ௠ܸ௔௫ሻ 
௠ݔݑܽ • ൌ ௠݂ ۦ ൅  1, max ሼߣ௠, ݐ െ ,௠ ሽݍ ,௠݌   ࢘࢕ࢌ ࢊ࢔ࢋ ۧݐ

For each codewordܿ௜, ݅ ൌ 1 … ܮ , wrap around ߣ௜  by defining ߣ௜  = max {ߣ௜ ሺܰ െ  ݍ௜ ൅ ௜݌   െ 1ሻሽ. 
 
After the codebook model is constructed, the foreground is detected by using 

background subtraction directly. The detail algorithm is following: 
 

Algorithm 4. Our Modified Background Subtraction 

௧ݔ (1 ൌ ሺܻ, ܷ, ܸሻ 
2) For all codewords in ܯ, find the codeword ܿ௠  matching to ݔ  based on these 

condition: 
(a) ሺ݅݊ݕݐ݅ݏ݊݁ݐሺܻ, ۦ ௠ܻ௜௡, ௠ܻ௔௫ۧሻ ൌ  ݁ݑݎݐ
(b) ݄ܿ1ܿ݅ݐܽ݉݋ݎሺܷ, ,௠௜௡ܷۦ ܷ௠௔௫ۧሻ ൌ  ݁ݑݎݐ
(c) ݄ܿ2ܿ݅ݐܽ݉݋ݎሺܸ, ۦ ௠ܸ௜௡, ௠ܸ௔௫ۧሻ ൌ  ݁ݑݎݐ
Update the matched codeword in Step 2 (iv) in codebook construction 
algorithm. 

3) The pixel classified as background:  
ሻ࢞ሺࡿࡳ࡮  ൌ ሼࢋ࢘ࢋࢎ࢚ ࢌ࢏ ࢊ࢔࢛࢕࢘ࢍࢋ࢘࢕ࢌࢋ࢙࢏࢝࢘ࢋࢎ࢚࢕ ࢊ࢔࢛࢕࢘ࢍ࢑ࢉࢇ࢈ ࢙࢏ ࢕࢔ ࢎࢉ࢚ࢇ࢓   
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2.3   The YUV Color Model 

Our algorithm requires YUV color images. We used the YUV color model because it 
separates the intensity value in the Y channel and the chromatic values in the U and V 
channels. Because our input image from the video and camera is in the RGB color 
model, it requires conversion from the RGB to the YUV image. Obtaining the YUV 
from the RGB image is as follows: 

Y = 0.299 R + 0.587 G + 0.114 B (3)

U = 0.493 * (B - Y) (4)

V = 0.877 * (R - Y) (5)

3   Experiment and Result 

The performance of our proposed algorithm is the main output that we want to 
measure, considering that the foreground image will be used in robotic soccer vision 
later. We used a video which contains 900 frames of size 640 × 480 as the test 
sequence images. The video was captured from our robotic soccer application. The 
first 250 frames of the video comprise the static background in dim lighting 
conditions, for the codebook model construction. The next 650 frames are of objects 
entering the field with 2 different positions. We implemented this algorithm by using 
C++ and the OpenCV library. We ran the implementation on 1.83GHz Intel Pentium 
Core 2 Duo notebook with 3GB of RAM. 

Here we have evaluated the performance of these algorithms, considering that the 
robotic soccer application needs really fast pre-processing image segmentation.  Table 
1 describes the average runtime for the proposed method. Fig. 1 is the original image 
to be modeled by CB methods. The resulting image after applied the methods can be 
referred in Fig. 2. The original CB method resulted more noise compare than our 
proposed method. We also tried the RGB color model with our proposed method; it 
also gave better performance compared to the CB model, but was worse than with our 
proposed method using the YUV color model. 

Table 1. Performance comparison based on average runtime execution in frame/ms 

Algorithms Background Modeling Foreground 
Subtraction 

CB (ߝଵ ൌ ଶߝ  ൌ 1000) 426.69 441.298 
CB (ߝଵ ൌ ଶߝ  ൌ 500) 391.562 382.905 

Proposed (RGB) 27.584 11.324 
Proposed (YUV) 27.161 10.983 
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Fig. 1. Original image, the left one is with no objects and the right one is with objects 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2. Foreground detection comparison. (a) using CB with ߝଵ ൌ ଶߝ  ൌ 500, (b) using CB 
with ߝଵ ൌ ଶߝ  ൌ 1000, (c) using proposed algorithm with RGB color model, and (d) was using 
proposed algorithm with YUV color model. 

4   Conclusion 

The proposed method is a simplified CB method. The aim is to attain fast 
performance of image segmentation to be implanted into robotic soccer vision. The 
proposed method can yield good performance, and is good enough to subtract the 
objects in the robotic soccer field in dim lighting conditions. This proposed method 
also can be used for other color models such as RGB. Our future work is to 
implement this proposed method in our color-based object recognition for robotic 
soccer vision. This method will be used in the image segmentation portion to subtract 
the foreground (the robots and the ball) from the background (the soccer field). 
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Abstract. Threaded C is a meta-language that is based on C, but is an-
notated with thread, monitor thread, and semaphore markup. Threaded
C uses the runtime provided by the Freezer OS, a small, memory-efficient
embedded kernel. The combination of Freezer OS and Threaded C al-
lows the simple expression of common control problems in robotics. The
system is geared especially towards robotics education, as it matches the
mental map that children have of how control structures should work.

Keywords: Scheduling, Real-time OS, Embedded Systems.

1 Introduction

This paper introduces Threaded C (TC), a meta-language that supports threads,
monitors, and semaphores; and the Freezer OS, an efficient embedded kernel for
the AVR AtMega128 series of micro-controllers [3].

The main contribution of TC is support for asynchronous support structures,
which greatly simplifies the development of asynchronous control programs for
robotics.

In this paper, we motivate the design of TC and Freezer OS by looking at
the use of our system in the setting of an introductory robotics course. We
demonstrate that asynchronous control structures are understood by children.

2 Motivation

Firstly, we will give an introduction into some of the unique and non-standard
features of introductory programming for robots, especially for children. The
authors have a lot of experience with introductory workshops for children in
robotics and it is this experience that guided our design of the Freezer OS and
Threaded C.

Drive Problem: The first problem we ask the students to solve is to drive the
robot forward for one meter. We introduce the DriveMotor(int s, int speed)
routines and tell them that the motors can be stopped by setting their speed
to 0. The children quickly realize that this does not allow them to control the
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distance that the robot drives. So we also introduce the Wait(int timeout)
routine. Children then learn how increasing/decreasing the time out will drive
the robot a longer/shorter distance.

The program that the students write looks as follows:

=== drive.c ===

void main() {

DriveMotor( LEFT_MOTOR, 20);

DriveMotor( RIGHT_MOTOR, 20);

Wait( 100 );

DriveMotor( LEFT_MOTOR, 0);

DriveMotor( RIGHT_MOTOR, 0);

}

The children learn that the robot will execute sequences of instructions and learn
that a simple robot has to convert timing values into distances.

Robot Dance Problem: In the second program, we ask students to develop
a simple dance for the robot, which consists of straight line segments and turns.
The children realize that the code is just a long string of repeating commands. We
introduce subroutines to the children and tell them that by using a subroutine
they can save themselves a lot of typing. We also introduce variables and tell
them that they are like place holders for numbers. A typical program created by
the children at this point will look as follows:

=== robotdance.c ===

void DriveStraight( int distance ) {

DriveMotor( LEFT_MOTOR, 20);

DriveMotor( RIGHT_MOTOR, 20);

Wait( distance );

DriveMotor( LEFT_MOTOR, 0);

DriveMotor( RIGHT_MOTOR, 0);

}

void TurnLeft( int angle ) { ...

void TurnRight( int angle ) { ...

void main() {

DriveStraight(30);

TurnLeft( 120 );

...

}

Squares Problem: The next task for the children is to drive larger and larger
squares using their robot and to stop when the size of the square is larger than
a limit. This introduces variables, simple arithmetic operators, and while loops
to the children.

Below we show the changes to the previous program to implement the squares
subroutine:
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=== squares.c ===

void Square( int limit ) {

int distance = 10;

while( distance < limit ) {

DriveStraight( distance );

TurnLeft( 400 ); // Results in a 90 degree turn

distance = distance + 10

}

}

Search Line Problem: The last task for the children is to make a simple
line-tracking robot. The robot begins on a white surface with a path marked by a
dark line. The robot must locate the line and follow it to an objective. We use this
problem to teach children the three fundamental components of programming
in imperative programming languages: sequence, selection, and iteration.

Fig. 1. Line Trackers are a popular entry problem for robotics and can act as navigation
and localization system for more complex tasks

The first step is to simply have the robot drive an increasing square
and stop when part of the robot touches the line. We introduce the
int GetLightSensor() function. If the robot has an output device we also
introduce a PrintNumber(int number) function to the children at this point.

This is the crucial part in the exercise. Many children try the following pro-
gram which unfortunately does not work, since the light sensor will only be read
at the end of the straight line and turn.

=== search_line_ideal.tc ===

void SearchLine( ) {

int distance = 10;

while( LightSensor() < 100 ) /* run_while */ {

DriveStraight( distance );

TurnLeft( 400 ); // Results in a 90 degree turn

distance = distance + 10

}

FollowLine();

}
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Even though children can understand why their program does not work, it is not
easy for them to fix it. In fact, fixing this problem requires major changes to the
program. Firstly, the Wait calls have to be replaced with loops that check the
light sensor and terminate the loop if the line is found. DriveStraight, which
previously did exactly one task, now has to do two and has to know if we are
interested in the light sensor. Secondly, a return argument needs to be added
which tells the caller if DriveStraight returned because it covered the desired
distance or because the track was found.

The correct sequential version of the line searcher will look as follows assum-
ing int DriveStraight(int distance, int sensor) and corresponding turn
routines:

=== line_search_sequential.c ===

int DriveStraight( int distance, int light ) {

int i = 0;

DriveMotor( LEFT_MOTOR, 20);

DriveMotor( RIGHT_MOTOR, 20);

while( i < distance ) {

if ( light == 1 ) {

if ( LightSensor() >= LIMIT ) {

DriveMotor( LEFT_MOTOR, 0); DriveMotor( RIGHT_MOTOR, 0); return 1;

}

}

i = i + 1;

}

DriveMotor( LEFT_MOTOR, 0); DriveMotor( RIGHT_MOTOR, 0); return 0;

}

...

int SearchLine( ) {

int distance = 10; int result = 0;

while( result == 0 ) {

if ( ( result = DriveStraight( distance, 1 ) ) != 0 ) {

if ( ( result = TurnLeft( 400, 1 ) ) != 0 ) {

distance = distance + 10

}

}

}

}

...

The first time that we run this workshop, this complexity turned out to be too
difficult for the children. The nested conditionals, scoping rules for brackets, and
function values was too hard for the children to grasp in a shortweekend workshop.

2.1 Threads

After realizing that children had a lot of trouble with the sequential approach,
we decided a different approach in the following year. Even though threads and
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parallel processing are often not taught until the 3rd year of a B.Sc. degree, we
introduced them to the children right from the start.

To our great surprise, children had little trouble with threads, mainly because
they did not know about processors, timer interrupts, and reader-writer prob-
lems. For the children, it was easy to grasp that a computer can do more than
one thing at a time. After all, children know that the real world has many things
moving concurrently and they can multi-task themselves.

Therefore, in the subsequent years, we used NQC [2], a C dialect with primitive
support for threads, to solve the SearchLine problem by introducing threads to
the children and explaining how these can be started and stopped. The program
then looked as follows:

=== line_search_threads.c ===

...

THREAD void Square( int limit ) {

int distance = 10;

while( distance < limit ) {

DriveStraight( distance );

TurnLeft( 400 ); // Results in a 90 degree turn

distance = distance + 10

}

}

int SearchLine( ) {

startTask Square( 1000 );

startTask DetectLine();

}

...

THREAD DetectLine( ) {

if ( LightSensor() >= 100 ) {

stopTask Square;

startTask FollowLine();

}

}

The syntax necessary to declare, start, and stop threads was at first confusing,
but the general principle of the program was easy to grasp for the children. Using
threads, children as young as ten were able to implement line searching and line
following robots.

It is important to note that given the basic building blocks above for driving,
turning, and reacting to the sensor, the children enjoyed experimenting and
combining them in novel patterns. For example, changing the square pattern to
a dance when looking for the line.

3 Freezer OS

After having run workshops for several years, the first author moved to another
university and focused on other research areas, in particular humanoid robots[1].
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Some of the robot designs were based on the Robotis Bioloid robotics kit, which
uses an AVR ATMega128 micro-controller based system to control the motion.

His team developed the Freezer OS, a small, memory-efficient embedded real-
time kernel for AVR-based devices. The Freezer OS is a pre-emptive multi-
tasking kernel. The scheduler is a priority-based, round-robin scheduller that
supports semaphores as synchronization primitives. It also included wait queues
for interrupt driven devices such as the AD converter and the serial ports.

One issue in developing a kernel for a low-memory (4 KB RAM) processor
such as the AtMega128 is the allocation of the stack space. Since threads may
run in any order, we must allocate sufficient stack space for each thread. This
fragments the memory and the system will crash if thread 1 overruns its allocated
stack space, even though other threads may still have memory available.

However, as seen in the example above, often threads are only needed to check
sensor readings or set outputs for an actuator. An example is reading the light
sensor in the Search Line Problem. We therefore developed the concept of
monitor threads. These threads are periodic tasks that run very quickly and do
not use a large amount of stack space. Instead of reserving separate stack space
for a monitor thread, a monitor thread will use the stack space of the currently
running task. This means, that the monitor thread must terminate before the
currently running thread can be rescheduled. This constraint is enforced in the
Freezer OS scheduler that calls the monitor threads if necessary and then blocks
execution of the currently running thread until the monitor thread terminates.

4 Threaded C

Previous versions of the Freezer OS kernel were used extensively to control the
motions and deal with the communication of our small humanoid robots. The
students at the Autonomous Agents Lab at the University of Manitoba would
use standard C to start and stop tasks for example. However, manually dealing
with the resources such as threads, stack space, and priorities would lead to
problems. For example, students would forget to start a thread or initialize a
semaphore correctly.

We therefore considered developing a new programming language to better
support the Freezer OS and application development for our humanoid robots
in general.

Clearly, developing a new language including compiler, libraries, and runtime
is a non-trivial task. Since all of the students were comfortable programming
in the C language and avr-gcc — a high quality open-source C compiler for
the AVR family of processors — existed, we decided to instead implement a
meta-programming language Threaded C (TC).

A TC program is a C program with additional markup to declare threads,
monitor threads, and semaphores. A python preprocessor reads in TC files and
converts them into a legal C files, which can then be compiled by any ANSI C
compiler, including avr-gcc. The TC preprocessor also keeps track of the number
of threads and sets global variables (e.g., MAX_NUM_TASKS, the maximum number
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of tasks in the system) and creates a main function which will start the threads.
An example of thread markup is shown below.

=== search_line.tc ===

%%% THREAD priority=medium stack_size=128 %%%

void search_line( ) {

run_while( LightSensor() < 100 ) {

DriveStraight( distance );

TurnLeft( 400 ); // results in a 90 degree turn

distance = distance + 10;

}

FollowLine( );

...

}

The main novelty in TC is the support for asynchronous control loops using
run_while(), which is similar to a while loop, but the test will be evaluated
asynchronously and the loop will immediately if the test condition becomes false.
Internally, this is implemented as the creation of an implicit monitor thread,
allocation of a jmp_buf structure and setjmp and longjmp instructions.

Using TC, and replacing while with run_while, the ideal Search Line
Problem program shown above compiles and runs as expected. The TC pre-
processor will take the run_while and convert it into the following C code. It is
important to note that the user rarely if ever has to see the C code, since the C
code is created from the TC file shown above.

=== search_line.c === /* DO NOT EDIT! NOT MANIPULATED BY USER */

void SearchLine( ) {

jmp_buf jmpBuf;

int jmpResult;

int monitorId;

jmpResult = setjmp(jmpBuf);

if (jmpResult == 0) {

monitorId = startAsyncWhileThread( &asyncMonitorFunction, &jmpBuf);

while( LightSensor() < 100 ) {

DriveStraight( distance );

TurnLeft( 400 ); // Results in a 90 degree turn

distance = distance + 10

}

stopMonitorThread(monitorId);

}

FollowLine();

...

}

int asyncMonitorFunction(void) {

return (LightSensor() <= 100);

}

... In schedule(), called by Timer 1 interrupt
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if ( !scheduledMonitor -> execute() ) {

stopMonitorThread(scheduledMonitor -> tid); /* Disable all nested

monitors as well */

task[current_task].state = READY;

sei();

longjmp(*(scheduledMonitor -> jmp_buf), 1);

} else {

asm volatile("\t reti\n"::); /* Continue the thread normally */

}

Particular care must be taken when dealing with nested asynchronous control
structures, since the conditions run completely asynchronously and thus may ter-
minate in any order. For example, assuming that DriveStraight uses another
run_while to check a touch sensor for collisions, then it is possible that the light
sensor monitor thread fires first and execution will continue with FollowLine.
In this case, all monitor threads associated with the inner run_while must
be terminated as well, as the context is not valid anymore. So the scheduler
startAsyncWhileThread keeps saves the level of each new monitor thread. The
routine stopMonitorThread will disable the current as well as all higher level
monitor threads. The system then executes a longjmp with an argument of
1, which means execution will continue at line FollowLine of the ideal TC
program.

5 Conclusion

The Freezer OS and TC combination works well for our applications. However,
there are several extensions that we intend to work on in the future. One issue
is that since the condition in the run_while is converted into its own subroutine
it has no access to the local variables of its subroutine. This could be solved by
also passing a pointer to the frame of the subroutine, but we have not been able
to find a portable way of doing this in C.
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Abstract. The lamination process of Printed Circuit Board (PCB) is a complex 
engineering system.  Because there are many factors and uncertainties in the 
process system, it’s hard for the optimization of successful lamination ratio.  In 
this paper, the Taguchi method for lamination process optimization is proposed.  
Based on fundamental analysis, the major factors including board temperature, 
lamination temperature, lamination press, and lamination time are figured out.  
From the scale level of the major factors, orthogonal arrays L18 are engaged for 
the Taguchi experiments.  Based on the orthogonal arrays L18 of the Taguchi 
experiments, the best successful ratio is analyzed to select the level of major 
factors.  The selected level does again Taguchi experiment to improve the 
successful ratio.  Experiment results show that the successful ratio improves 
very well. 

Keywords: Dry Film, Lamination Process, Taguchi Method; S/N. 

1   Introduction 

The lamination process of Printed Circuit Board (PCB) is a complex engineering 
system.  Before lamination, copper must be cleaned and micro-etching to coarsen its 
surface, laminates dry film on it in adaptive temperature and press.  In the lamination 
process, successful ratio is influenced by temperature and press in every step.  To find 
adaptive temperature and press used in every step is very important but complicated. 

Traditional method adjusts the process based on a proposed combination via 
designer experiments.  However, this method doesn’t analyze the process so that the 
designer never understands how to do for the best.  Thus, in this paper, the PCB 
lamination process optimization based on Taguchi experiment method is proposed. 

During PCB lamination process, the successful ratio is influenced by many control 
factors.  To solve optimal combination based the control factors is very important to 
promote the throughput of the PCB lamination.  After finding the optimization 
parameters, the better successful ratio is confirmed by experiment again.  Higher 
successful ratio is better lamination process.  Thus the performance index makes use 
of larger-to-better.  In the experiments, S/N (Signal-to-Noise) is used as the influence 
degree of the major factors. 



 Taguchi Method Optimization for PCB Lamination Process 179 

2   System Description 

Figure 1 is the photo of a PCB (Printing Circuit Board) lamination process equipment.  
Usually such equipment sends PCB to lamination machine via rollers.  During 
sending, the lamination machine heats and press to let copper stick on the PCB.  The 
copper must perfect to stick on the PCB.  Otherwise it will be a failure PCB, and must 
be discarded.  Successful ratio is very important of the lamination process usage.  
However, it’s difficult to handle the factor influencing the successful ratio. 

Control factors influencing PCB lamination process are hard to solve based on 
traditional methods.  Thus genetic algorithm, neural network, Taguchi method, etc, is 
proposed for optimal control factors.  In this paper, the optimal PCB lamination 
process based neural network model via Taguchi experiment method is proposed.  
The main advantage of Taguchi experiment method is to use few set of experiment 
combination for the optimization trend.  Compared with traditional method that 
usually uses all control factors, it’s an effective method for optimization. 

The experiment steps of Taguchi method are: 

1. Define objective function, 
2. Extract the control factors from the defined objective function, 
3. Scale the content and quantity of the control factors, 
4. Define the content and quantity of controllable factors, 
5. Design orthogonal table for complete experiments, 
6. Experiments, 
7. Confirm the experiments for optimization. 

 

Fig. 1. The photo of lamination process machine 

Taguchi orthogonal array design is based on the following formula: 

La(bc×de)                                                           (1) 
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where a is the numbers of experiment set, c is the numbers of b levels, and e is the 
number of d levels.  The meaning of this formula is that the Taguchi orthogonal array 
La can include that the numbers of b-level and d-level are c and e, respectively. 

 

Fig. 2. Quality loss 

During the optimization process, it’s important to find quality characteristics of 
objective function.  Taguchi defined quality loss to describe the payment of product 
quality during its life cycle.  Lower quality loss represents higher quality 
characteristics.  In general, the quality loss is described by second order function.  
Fig. 2 is a kind of quality loss function.  In this Fig, the optimal quality is the 
minimum loss at m.  The loss increases when the quality is far away from the m. 

Usually, the quality loss is defined by an objective function as follows: 

Quality loss = ∑ = −
n

1i 2
i )my(

1
k

n

1
                                   (2) 

Average quality loss = ]s)my[(k 22 +−                             (3) 

Mean Square Deviation (MSD) is a very popular method to describe quality 
characteristics.  There are three kinds of MSD as follows: 

Target quality MSDt = ]s)my[( 22 +−                                (4) 

Minimum quality MSDs = 2sy +                                    (5) 

Maximum quality MSDb = ∑ =
n

1i 2
iy

1

n

1
                                 (6) 

Where the optimal MSDs is a minimum value, but the optimal MSDb is a maximum 
value the target quality of MSDt is m. 
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In addition, Signal-to-Noise is the evaluation standard of robustness signal.  It 
becomes very useful output of Taguchi experiment result, and is engaged to select the 
optimization parameters in orthogonal arrays.  In a word, the Taguchi method 
executes experiments, collects data and conduct data analysis.  The analysis results 
are shown by S/N ratios in response tables and response graphics.  Finally, 
confirmation run make sure the selected optimization parameters. 

3   Taguchi Experiments 

The Taguchi experiment method adapts L18 orthogonal array including four important 
factors, board temperature, lamination temperature, lamination press, and lamination 
time.  Two different board temperature (20 °C and 40 °C), three different lamination 
temperature (50 °C, 60 °C and 70 °C ), three different lamination press (3 kg/cm2, 4 
kg/cm2 and 5kg/cm2) and three different lamination time ( 5 S, 6 S and 7 S ) are 
combined in the experiments.  In total, the numbers of experiments are 54 (21*33 = 
54) that is too huge to conduct for data analysis.  Thus Taguchi experiment method 
provides orthogonal arrays to reduce the experiment number. 

Table 1. Orthogonal array L18 (21×37) 

   factor 
Time 

A  B  C  D  

1  A1  B1 C1 D1 
2  A1 B1 C2 D2 
3  A1 B1 C3 D3 
4  A1 B2 C1 D1 
5  A1 B2 C2 D2 
6  A1 B2 C3 D3 
7  A1 B3 C1 D2 
8  A1 B3 C2 D3 
9  A1 B3 C3 D1 

10  A2 B1 C1 D3 
11  A2 B1 C2 D1 
12  A2 B1 C3 D2 
13  A2 B2 C1 D2 
14  A2 B2 C2 D3 
15  A2 B2 C3 D1 
16  A2 B3 C1 D3 
17  A2 B3 C2 D1 
18  A2 B3 C3 D2 
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Table 2. The experimental result of L18 orthogonal array 

Time A B C D y MSD Η 

1 20 50 3 5 6.666667 0.022865 16.40834 

2 20 50 4 6 7 0.020408 16.90196 

3 20 50 5 7 7.333333 0.018814 17.25524 

4 20 60 3 5 6.666667 0.022865 16.40834 

5 20 60 4 6 7.666667 0.017219 17.63982 

6 20 60 5 7 7.333333 0.018814 17.25524 

7 20 70 3 6 6.333333 0.025321 15.96515 

8 20 70 4 7 7 0.02127 16.72226 

9 20 70 5 5 6.666667 0.022865 16.40834 

10 40 50 3 7 7.333333 0.018814 17.25524 

11 40 50 4 5 7.666667 0.017219 17.63982 

12 40 50 5 6 7.666667 0.017219 17.63982 

13 40 60 3 6 7.333333 0.018814 17.25524 

14 40 60 4 7 7.666667 0.017219 17.63982 

15 40 60 5 5 8.333333 0.014532 18.37678 

16 40 70 3 7 7.666667 0.017219 17.63982 

17 40 70 4 5 8 0.016126 17.92466 

18 40 70 5 6 7.666667 0.017219 17.63982 
 

In the Taguchi experiment method, let board temperature be A = {A1, A2} =  
{ 20°C, 40°C}, lamination temperature be B = {B1, B2, B3} = {50 °C, 60°, 70 °C}, 
Lamination press be C = {C1, C2, C3} = {3 kg/cm2, 4 kg/cm2, 5kg/cm2} and 
lamination time D = {D1, D2, D3} = {5S, 6S, 7S}.  From Eq. (1), orthogonal array L18 
can consist of one two-different degree and seven three-different degrees.  Under 
Taguchi method, the data analysis engages 18 experiments to approach 54 
experiments. 

The objective of Taguchi experiments is to find maximum successful ratio.  Higher 
successful ratio owns better the performance.  Thus the experiments engage Larger-
the-Better.  The experiments extract successful factors for higher successful ratio and 
higher signal-to-noise. 

Table 1 is the experiment structure of L18 orthogonal array.  A, B, C, and D are 
board temperature, lamination temperature, lamination press and lamination time, 
respectively.  Every experimental result is written in the table. 



 Taguchi Method Optimization for PCB Lamination Process 183 

Table 2 is the experiment result of L18 orthogonal array.  Let y be the average 
successful times in 30 experiments.  Then, in the table, MSD and η are shown in last 
two columns, respectively, where 

MSD = ∑ =

n

0i 2
iy

1

n

1
, and 

η = -10*log(MSD).                                                    (7) 

According to the data analysis, Table 2 can obtain response table as shown in 
Table 3.  In the response table, raw is major factors including board temperature, 
lamination temperature, lamination press, and lamination time.  The column is major 
factors 1, 2 and 3.  They are according to the maximum values of A2, B2, C3 and D3.  
Thus, the major factors that can obtain maximum η are board temperature 40 °C, 
lamination temperature 60 °C, lamination press 5kg/cm2 and lamination time 7 
seconds.  However, they must be confirmed by other experiments. 

Table 3. Response Table 

Major 
Factors

Board 
Temperature

Lamination
Temperature

Lamination
Press 

Lamination 
Time 

1 16.77386 13.9101 16.82202 17.19438 

2 17.66789 17.35534 17.41139 17.17364 

3   17.05001 17.42921 17.2946 

Distance 0.894036 3.445241 0.607184 0.120968 

 
From the observation of Table 3, the best η is 17.66789 at A2 = 40 °C, is 17.35534 

at B2 = 60 °C, is 17.42921 at C3 = 5kg/cm2, and is 17.2946 at D3 = 7 seconds.  
Therefore, the optimization parameters of major factors are on A2 = 40 °C, B2 = 60 
°C, C3 = 5kg/cm2, and D3 = 7 seconds, respectively.  Therefore, according to the 
optimization parameters the confirmation run executes experiment again.  And the 
result is shown in Table 4.  As shown in table 4, the average of successful ratio is 
73.3% in origin parameters, but boosts to 83.3% in optimal parameters.  In addition, 
the ratio of S/N, 18.37678, as shown in Table 2 represents that this experiment has 
high reappearing probability. 

In original, the experiment parameters are board temperature 20 °C, lamination 
temperature 50 °C, lamination press 4 kg/cm2 and lamination time 6 seconds.  In the 
experiment result, the average of successful ratio is 73.3%, and S/N is 17.25524.  In 
this paper, the Taguchi experiment method selects optimal parameters, board 
temperature 40 °C, lamination temperature 60 °C, lamination press 5 kg/cm2 and 
lamination time 7 seconds.  The optimal parameters result in 83.3% average 
successful ratio, and 18.37678 S/N.  The successful ratio and S/N increase 10% and  
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Table 4. The experiment result of confirmation run 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 3. Response graphic during board temperature change 

1.121538, respectively.  Such results show that it’s very useful and highly efficiency 
to only run 18 experiments in Taguchi method for the study of needing 54 
experiments in total. 

Response graphic is also a very useful to observe quality characteristics.  For 
example, Fig. 3 is the response graphic of board temperature.  This response graphic 
being high slope has bad characteristics.  As a result, the optimal board temperature 
changes to 40 °C. 

4   Conclusions and Further Development 

In this paper, Taguchi experiment method for optimal parameters of PCB lamination 
process is proposed.  The Taguchi method focuses on searching the optimal 
parameters of four causal factors, board temperature, lamination temperature, 
lamination press, and lamination time.  Compared with the parameters based on 
designer experience, the optimal parameters searched by Taguchi, method increases 
10% successful ratio, and 1.12153 S/N.  This experiment result demonstrates the 

Origin Optimization Factor 

scale Success Scales Success 

A 20℃ 7 40℃ 8 

B 50 8 60℃ 9 

C 4kg/cm2 7 5kg/ cm2 8 

D 6s  7s  
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excellent performance of Taguchi method for complicated PCB lamination process.  
Especially, the total experiments need 54 times in the lamination process, but the 
Taguchi method only uses 18 time experiments.  Such result shows that the Taguchi 
method to search optimal parameters is very effective.  It can be used to reduce the 
cost of finding optimal process parameters.  However, the scales between two levels 
are too big such as board temperature has two levels, 20 °C and 40 °C.  It is possible 
to imply other variation between these two levels.  The other method to find the 
optimal parameters between rough level is the further development. 
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Abstract. Based on fuzzy control to adjust attractive factor and repulsive factor 
of potential function, a method is proposed to navigate a soccer robot from a 
given initial configuration to a ball and avoid an opponent robot. The potential 
field method has some problems that include oscillations in the presence of 
obstacles. Thus, this paper suggests use fuzzy control to adjust attractive factor 
and repulsive factor. By the attractive factor and repulsive factor of the potential 
function, the navigation path of the mobile robot is smooth and the shortest. To 
show the feasibility of the proposed method, the simulation results are included 
in the following illustrations. 

Keywords: Fuzzy Control, Soccer Robot, Potential Field, Motion Planning. 

1   Introduction 

Since the complexity of robots’ performing tasks grows rapidly, research and 
development of multi-robot system are strongly needed. Application of multiple 
mobile robots exhibiting cooperative behaviors can be found in tasks such as factory 
automation, cleaning hazardous wastes, and moving furniture. From the standpoint of 
multi-robot systems, soccer robots can be considered as a common test-bench and 
research subjects will include collision [1], motion planning [2], control architecture 
[3,4], motion control [5], role selection [6], action selection [7,8], vision tracking 
system [9], communication [10] and so on. 

Motion planning is an important issue in mobile robotics. In an environment with 
obstacles, the aim of path planning is to find a suitable collision-free path for a mobile 
robot to move from a given initial configuration to a desired final configuration. 

The earliest algorithms for motion planning problems of robots deal with 
navigation of a robot in a completely known environment filled with stationary 
obstacles [11-14]. Another kind of motion planning algorithms deals with navigation 
of a robot in a completely unknown environment [15-17]. Since the environment is 
unknown to the mobile robot, different sensors such as computer vision, ultrasonics, 
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and odometers will be used in these algorithms, and each of these algorithms shows 
its feasibility in different application areas. 

The basic concept is to fill the working space of the robot with an artificial 
potential field in which the robot is attracted to its goal position and is repulsed away 
from the obstacles [18]. This potential field method is particularly attractive because 
of its mathematical elegance and simplicity, and has been studied extensively for 
mobile robot motion planning in the past decade [12-14, 18-19]. However, this 
method has some problems such as oscillations in the presence of obstacles. In this 
paper, the fuzzy control is proposed to determine attractive factor and repulsive factor 
of the potential field function; then, the path of the mobile robot is smooth from a 
given initial configuration to the ball. 

The remaining sections of this paper are organized as follows: Section 2 shows the 
potential field method. Section 3 presents a fuzzy-based potential field method for 
soccer robot navigation. Simulations are performed in Section 4 to confirm the 
feasibility of the proposed algorithm. Section 5 concludes the paper. 

2   Potential Field Method for Motion Planning 

In the previous research of potential field methods, for simplicity, a robot is usually 
taken as a point. If the position of the soccer robot is denoted by[ , ]r rx y , then the 

most commonly used attractive potential field between a robot and an obstacle takes 
the following form Latombe [18]  

2 21
[( ) ( ) ]

2att r b r bU x x y yξ= − + −  (1)

where ξ  is a positive scaling factor and [ , ]b bx y  denotes the position of the ball 

point. The corresponding attractive force is then given by the negative gradient of the 
attractive potential field. 

b r
att att

b r

x x
U

y y
ξ

−⎡ ⎤
= −∇ = ⎢ ⎥−⎣ ⎦

F  (2)

which converges linearly toward zero as the soccer robot approaches the ball. On 
the other hand, one commonly used repulsive potential field between a soccer robot 
and an opponent robot takes the following form Latombe: 

2 2 2

2 2

1 1 1
( ) , if  ( ) ( )

2 ( ) ( )

0,                                      otherwise

r o r o
rep r o r o

x x y y
U x x y y

η ρ
ρ

⎧ − − + − ≤⎪
= − + −⎨
⎪
⎩

 (3)

where η  is a positive scaling factor, ρ  is a positive constant denoting the distance 

of influence of the opponent robot, and [ , ]o ox y  denotes the point on the opponent 

robot such the distance 2 2( ) ( )r o r ox x y y− + −  is minimal. The corresponding 

repulsive force is then given as follows:  
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The total force applied to the robot is the sum of the attractive force and the 
repulsive force 

total att rep= +F F F  (7)

which will determine the movement of the soccer robot. 
Overview of the potential field is depicted as shown in Figure 1. 

 
Fig. 1. Overview of the potential field method 

3   Determination of the Attractive Factor and Repulsive Factor 
with Fuzzy Control 

The attractive factor and the repulsive factor play an important role in the proposed 
potential field method. If the attractive factor and repulsive factor of potential field 
are not well, then soccer robot will show local minima and oscillations in the presence 
of obstacles problem. The fuzzy control determine attractive factor and repulsive 
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factor of the potential field function, then the path of the mobile robot is smooth from 
a given initial configuration to the ball. 

In designing the fuzzy navigation algorithm, without loss of generality, one can 
assume that the shape of the membership functions is triangular and symmetric. 
Meanwhile, it can also be assumed that there are five membership functions for each 
of the input linguistic variables rbd  and rod , respectively. rbd  denotes the distance 

of [ , ]r rx y  to [ , ]b bx y . rod  denotes the distance of [ , ]r rx y  to [ , ]o ox y . The 

membership functions of rbd will be denoted as VS (Very Small), S (Small), M 

(Medium), B (Big), and VB (Very Big), respectively. The membership functions of 

rod will be denoted as VS (Very Small), S (Small), M (Medium), B (Big), and VB 

(Very Big), respectively. There are five membership functions for each of the output 
linguistic variables ξ  and η , respectively. Since there are five membership functions 

for rbd  and rod , respectively. 

In determining the ξ  and η  of input variables rbd  and rod , the method of center-

of-area [20] will be used. 

4   Simulation Results 

In this simulation example, it will be shown how to design fuzzy control to determine the 
attractive factor and repulsive factor when performing the proposed navigation algorithm, 
the value v  and ρ  are chosen to 10 cm/s and 6 cm, respectively. The position of the soccer 

robot is (100cm, 73cm). The position of the ball is (200cm, 75cm). The position of the 
opponent robot is (150cm, 75cm). The attractive factor and the repulse factor of the 
potential field method are chosen to be 10 and 2; the simulation result is shown in Figure 2. 
It is applying fuzzy control in Figure 5. The membership functions of rbd  and rod as 

shown in Figure 3(A) and Figure 3(B). The membership functions of ξ  and η as shown in 

3 (C) and Figure 3(D). The fuzzy rules in Figure 4 will be used. 

 

Fig. 2. The navigation distance of soccer robot is 240cm from the initial configuration (100cm, 
73cm) to the final configuration (200cm, 75cm) with the attractive factor and the repulse factor 
of the potential field method are chosen to be 10 and 2. 



190 L.-C. Lai et al. 

 

 

 

 

(A)  Membership functions of rbd                                       (B)  Membership functions of rod
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(C)  Membership functions of ξ                             (D)    Membership functions of η
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Fig. 3. Membership functions 

1. If rbd is VS and rod  is VS, then ξ  is VS and η  is 

VB 
2. If rbd is VS and rod  is S, then ξ  is S and η  is B

3. If rbd is VS and rod  is M, then ξ  is M and η  is M

4. If rbd is VS and rod  is B, then ξ  is B and η  is VS

5. If rbd is VS and rod  is VB, then ξ  is VB and η  is 

VS
6. If rbd is S and rod  is VS, then ξ  is S and η  is VB

7. If rbd is S and rod  is S, then ξ  is M and η  is M

8. If rbd is S and rod  is M, then ξ  is B and η  is S

9. If rbd is S and rod  is B, then ξ  is VB and η  is VS

10.If rbd is S and rod  is VB, then ξ  is VB and η  is 

VS
11.If rbd is M and rod  is VS, then ξ  is M and η  is 

VB
12.If rbd is M and rod  is S, then ξ  is B and η  is M

13.If rbd is M and rod  is M, then ξ  is VB and η  is 

VS
14.If rbd is M and rod  is B, then ξ  is VB and η  is 

VS
15.If rbd is M and rod  is VB, then ξ  is VB and η  is 

VS

16.If rbd is B and rod  is VS, then ξ  is 

B and η  is VB

17.If rbd is B and rod  is S, then ξ  is B 

and η  is M

18.If rbd is B and rod  is M, then ξ  is 

VB and η  is VS

19.If rbd is B and rod  is B, then ξ  is 

VB and η  is VS

20.If rbd is B and rod  is VB, then ξ  is 

VB and η  is VS

21.If rbd is VB and rod  is VS, then ξ
is VB and η  is VB

22.If rbd is VB and rod  is S, then ξ  is 

VB and η  is B

23.If rbd is VB and rod  is M, then ξ  is 

VB and η  is VS

24.If rbd is VB and rod  is B, then ξ  is 

VB and η  is VS

25.If rbd is VB and rod  is VB, then ξ
is VB and η  is VS

 

Fig. 4. The fuzzy rules, where the membership functions are defined as shown in Figure 3(A), 
(B), (C), (D), respectively. 
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Fig. 5. The navigation distance of soccer robot is 120m from the initial configuration (100cm, 
73cm) to the final configuration (200cm, 75cm) with fuzzy control 

The navigation distance of soccer robot is 240cm and 120cm in Figure 2 and 
Figure 5, respectively. The shortest path of the soccer robot is obtained in Figure 5 
with fuzzy control. 

5   Conclusions 

The paper uses fuzzy control to adjust the attractive factor and the repulse factor of 
potential function, a method is proposed to navigate a soccer robot from a given initial 
configuration to a ball in an unknown environment filled with opponent robot. 
Compared with most other potential field function, the fuzzy control can solve 
oscillations in the presence of obstacles. The simulation results can show the 
feasibility of the proposed method. 
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Abstract. This paper proposes Box-Cox transformation-based annealing robust 
fuzzy neural networks (ARFNNs) that can be used effectively for function 
approximated problem with skewness noises. In order to overcome the 
skewness noises problem, the Box-Cox transformation that its object is usually 
to make residuals more homogeneous in regression, or transform data to be 
normally distributed has been added to the annealing robust fuzzy neural 
networks. That is, the proposed approach uses Box-Cox transformation for 
skewness noises problem and support vector regression (SVR) for the number 
of rule in the simplified fuzzy inference systems. After the initialization, an 
annealing robust learning algorithm (ARLA) is then applied to adjust the 
parameters of the Box-Cox transformation-based annealing robust fuzzy neural 
networks. Simulation results show that the proposed approach has a fast 
convergent speed and more generalization capability for the function 
approximated problem with skewness noises. 

Keywords: annealing robust fuzzy neural networks, Box-Cox transformation, 
support vector regression, skewness noises problem. 

1   Introduction 

Determining the model between inputs and outputs is an important theme for many 
engineering problems, which usually requires some desired output be presented by a 
given set of input variables. Unfortunately the data have exhibited combinations of 
skewness noises. It may occur due to various reasons, such as erroneous 
measurements or noisy data from the tail of noise distribution functions. The most 
commonly used family is the modified power transformations of Box and Cox [1]. In 
nonlinear problem, a model for the expectation of the response is often available from 
a theoretical understanding of the system giving rise to the data, through preliminary 
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data analysis. However, the input-output relation of the nonlinear system model may 
not be well understood. Thus, the nonlinear system may be approximated by a given 
set of input-output training data. In recent years, several identification methods such 
as the neural networks [2] and the fuzzy modeling [3] for the nonlinear systems have 
been proposed. A fuzzy system consists of fuzzy rules and fuzzy inference, has been 
proved to be a university approximator [4]. It has many applications for the efficient 
identification and control of nonlinear systems. Therefore, there are many researches 
in mixes neural network and fuzzy logic to be a fuzzy neural network [5]. However, 
the number of rule in the simplified fuzzy inference system and the initial weights of 
structure for the fuzzy neural networks are difficult to determine at the same time. In 
addition, the obtained training data sometimes contain skewness noises. Hence, when 
the skewness noises come off, there are some issues in the traditional approaches [6].  

Hong [7] proposed that a Box-Cox transformation-based radial basis function 
networks (RBFNs) model base is derived based on a rank revealing orthogonal matrix 
triangularization; namely, QR decomposition [8]. Besides, the identification algorithm 
uses Gauss-Newton method to derive the Box-Cox transformation parameter. For a 
large data set, using the QR decomposition increases computational expense for 
model structure, and when the skewness noises are exists, there still exist some 
problems in this algorithm. In this paper, in order to overcome the above problem, we 
demonstrate the Box-Cox transformation-based ARFNNs with SVR that can be used 
effectively for the function approximation and the identification algorithm of the 
nonlinear systems with skewness noises. The SVR method with Gaussian kernel 
function is proposed to improve the initial structure of the fuzzy neural networks. It 
has been proved that the SVR is applied to determine the number of rule in the 
simplified fuzzy inference systems and the solutions of the SVR are used as initial 
weights in the fuzzy neural networks at the same time, based on these initial 
conditions, the proposed fuzzy neural networks has been proved to have a fast 
convergent speed [9]. After initialization, an annealing robust learning algorithm is 
then applied to adjust the parameters of the Box-Cox transformation-based ARFNNs.  

2   The Box-Cox Transformation-Based ARFNNs 

Assume that the unknown nonlinear system with skewness noises ξ  is expressed by 

ξ+−−−−=+ ))(,),1(),(),(,),1(),(()1( mtututuntytytyfty "" ,      (1) 

where )(ty  is the output of the system, )(tu  is the input of the system, )(⋅f  is the 

unknown nonlinear function, and n  and m  are the structure orders of the system. 
The objective of Box-Cox transformation is usually to make residuals more 
homogeneous in regression, or transform data to be normally distributed. The well 
known Box-Cox version of power transformation [1] is formed as 
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where λ  is the transformation parameter and N
i

N
i yy 1

~
=∏=  is the geometric mean 

of the system output. For a given 0≠λ , the system output )1( +ty  is replaced by the 

Box-Cox transformation ( BCT ) normalized response )1( +tz  using (2). That is,  
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Function )(⋅f is the function to be estimated by a fuzzy neural network. Hence (1) 

can be rewritten as  

))(,),1(),(),(,),1(),(()1( mtututuntztztzftz −−−−=+ "" .           (4) 

Our purpose is to overcome skewness noises and to find a suitable identification 
model  

))(,),1(),(),(,),1(),((ˆ)1(ˆ mtututuntztztzftz −−−−=+ "" ,       (5) 

where )1(ˆ +tz  is the output of the fuzzy neural networks and f̂  is the estimate of 

f . )1(ˆ +ty  is the inverse of Box-Cox transformation )1(ˆ +tz . That is, 

( ) λ λλ fytzBCTty ˆ~1)1(ˆ)1(ˆ 11 −− +=+=+ .                           (6) 

The structure of radial basis function fuzzy neural networks consists of an input 
layer, a hidden layer of radial basis functions and a linear output layer. When the 
radial basis functions are chosen as Gaussian functions, a radial basis function fuzzy 
neural networks can be expressed in the form 
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where sẑ  is the sth output, ))(,),1(),(),(,),1(),(( mtututuntztztzx −−−−= ""G
 is 

the input to the fuzzy neural networks, ,1 ,  1 ,jsw j L s p≤ ≤ ≤ ≤  are the synaptic 

weights, ,1 ,jG j L≤ ≤  are the Gaussian functions, ,1 ,jm j L≤ ≤  and ,1 ,j j Lσ ≤ ≤  are 

the centers and the widths of ,jG  respectively, and L  is the number of the Gaussian 

functions, meanwhile, one can find that L  also denotes the number of rules in the 
Box-Cox transformation-based ARFNNs. 

3   The Main Results 

The fuzzy inference systems has been proved to be a universal approximator [10], that 
is, they can approximate any real continuous function on a compact set to an arbitrary 
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precision, provided sufficient fuzzy logic rules are available. The fuzzy rule base 
comprises the following fuzzy IF-THEN rules: 

Rule i:   

IF 1x  is 1
iA  and ... and nx  is i

nA ,   

THEN 1ẑ  is 1
iB  and ... and pẑ  is i

pB ,                                  (8) 

where i
jA  and i

jB  are fuzzy sets in iU R⊂  and V R⊂ , respectively, and 

n
i Rx ∈G  and Vz ∈  are the input and output variables of the fuzzy system, 

respectively. Given a pair ),( ii zx
G

, the final output of the fuzzy system is inferred as 

follows: 
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The proposed fuzzy neural networks consist of m  rules in the form of (8) and that 
membership functions are Gaussian function. Besides, all variance in the membership 
functions are initalt set ia equal. Hence, the (9) can be rewrite as 
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It is shown that fuzzy neural networks in (10) can be represented as the functional link 
networks that are based on Gaussian function. Besides, the proposed structure is shown 
in Figure 1, which is comprised by the input layer, membership functions layer, rule 
inference system, and output layer. 
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Fig. 1. The structure of proposed the Box-Cox transformation-based ARFNNs 
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An SVR approach is used to approximate an unknown function from a set of 

samples ( ){ }Nizx ii ,,2,1,, "G = , where the system output iy  is replaced by the Box-

Cox transformed response iz . The problem is then be transformed into finding the 

parameters of the following basis linear expansion 

( ) bxgxf
m

k
kk +∑=

=1
)(,
GGG θθ ,                                          (11) 

where ( )mθθθ ,,1 …
G

∈  is a parameter vector to be identified and b is a constant. 

Vapnik [11] proposed ε -SVR approach in 1995, the solution for the problem is to 
find f that minimizes 

 ( ) ( )∑ −=
=

N

i
ii xfzL

N
R

1
),(

1 θθ ε

GGG
,                                    (12) 

subject to the constraint 
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C<θ
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                                                    (13) 

where )  ( ⋅εL  is the ε -insensitive loss function and defined as 
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for some previously chosen nonnegative number ε , and C is a constant. In (13), the 
constraint is imposed to trade off the complexity of the solution. By using the 
Lagrange multiplier method, it can be shown that the minimization of (12) leads to the 
following dual optimization problem, 
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It was shown in [12] that the SVR uses the quadratic programming optimization to 
determine in the form of the following linear expansion of kernel functions  

 bxxKxf
m

k
srkk +∑ −=

=1

** ),()(),,(
GGG αααα .                          (16) 

In this paper, the Gaussian function is used as the kernel function. Hence, (16) can 
be rewritten as 
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where 0)( * ≠−= kkk ααυ  and kx
G

 are SVs. And let  b
xx

==
−

− 12
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2
1 ,1)
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Hence, (17) can be rewritten as 
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From (10) and (18), the iii xWmi σ,,,,
G

, are equal to kkk xSVk συ ,,),1(,
G+ ,  

respectively. That is,  
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The initial weights iW  and the number of rule m  of the proposed Box-Cox 

transformation based ARFNNs can be determined via the SVR. Hence, we use the 
SVR to determine the initial structure for the fuzzy neural networks.  

In this paper, we proposed ARLA to update the synaptic weights ,iW  the centers 

,ix
G

 and the width iσ  of Gaussian kernels in the fuzzy neural networks, which uses 

the annealing concept in the cost function of robust back-propagation learning 
algorithm [6], can overcome the existing problems in robust back-propagation 
learning algorithm when system contain skewness noises. A cost function for the 
ARLA is defined here as 
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h  is the epoch number, ( )ie h  is the error between the ith desired output and the ith 

output of the fuzzy neural networks at epoch h , the ix
G

 is the ith input sampling 

value, the i
kx
G

 and 2
kiσ  is the kth center and variance of membership function, ( )hβ  

is a deterministic annealing schedule acting like the cut-off points and ( )ρ ⋅  is a 

logistic loss function. Given suitable λ̂ , a maximum likelihood parameter estimator 
can be obtained by assuming that there exists a suitable Box-Cox transformation-

based ARFNNs such that the model error ),0(~)( 2σNhei [13]. Support that there is 

a suitable Box-Cox transformation given by (3) such that the transformed system 
output z  satisfies the normal assumption with probability density function [7] in 

relation to the original output iy , Ni ,,2,1 "=  as 
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where )(λiJ  is the Jacobain of the Box-Cox transformation given by [14] 
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Define a log-likelihood function can be found in [13]. The maximum likelihood 
estimator can be solved by nonlinear least squares algorithm.  

4   Simulation Results 

The simulations were conducted in the Matlab environment. The root mean square 
error (RMSE) of the testing is used to measure the performance of the learned 
networks. 

Example : A function in [15] with skewness noises ξ  is defined as  

)
sin2

exp()( ξ+=
x

x
xy , 1010 ≤≤− x .                             (24) 

Two hundred training data )(xy  were generated by using uniformly distributed 

random ]10,10[−∈x . Besides, the skewness noises are produced with uniform 

random numbers and chosen from the interval )2.0,0( . The initial RMSE of two 
 

-10 -8 -6 -4 -2 0 2 4 6 8 10
0

1

2

3

4

5

6

7

8

9

x

y

Final output of Box-Cox transformation-based ARFNNs

Noisy observation
Model prediction
Underlying function

 

Fig. 2. The original data with skewness noises testing data (Initial RMSE = 0.3051).The final 
output for the proposed structure after 115 epochs uses the ARLA for Example 
(RMSE=0.0492). 
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hundred training data is 0.3051. Firstly, the training data use Box-Cox transformation 
by 7.0=λ  Assume that the membership function is Gaussian function and initial 
structures are obtained by an SVR approach. The parameters in SVR are set as 1=C , 

Gaussian kernel function with 75.0=σ  and 1.0=ε . The initial structure of the 
Box-Cox transformation -based ARFNNs with the number of rule in the simplified 
fuzzy inference system is obtained as 68. The parameters of the Box-Cox 
transformation-based ARFNNs are adjusted by ARLA. After 115 epochs using 
ARLA, the testing RMSE of the Box-Cox transformation-based ARFNNs is 0.0492, 
as shown in Figure 2. For a comparison study, the Box-Cox transformation-based 
RBFNs [7] are constructed for the same data, but the testing RMSE is 0.3079. 
Simulation results show that the Box–Cox transformation-based ARFNNs have fast 
convergent speed and more generalization capability for the function approximated 
problem with skewness noises. 
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A Fuzzy PID Controller Based on Hybrid Optimization 
Approach for an Overhead Crane 
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Abstract. A fuzzy PID controller is proposed to asymptotically stabilize a 
three-dimensional overhead crane using a hybrid optimization approach in this 
article. In the proposed algorithm, the PID gains are adaptive then the fuzzy 
PID controller has more flexibility and capability than the conventional ones 
with fixed gains. To tune the fuzzy PID controller simultaneously, a hybrid 
optimization procedure integrating genetic algorithm (GA) and particle swarm 
optimization (PSO) method is adopted. The simulation results illustrate that the 
proposed controller with few fuzzy rules can effectively perform the 
asymptotical stability of the prototype overhead crane. 

Keywords: Three-dimensional overhead crane, particle swarm optimization, 
genetic algorithm, fuzzy PID controller, hybrid optimization approach. 

1   Introduction 

Overhead cranes have been widely used in industry for transportation systems. 
However, the overhead cranes have several problems. Such that load swing usually 
degrades work efficiency and sometimes causes load damages and even safety 
accidents in the worst cases. Therefore, some researchers have endeavored to control 
the load swing [1-8]. Most industrial processes nowadays are still controlled by PID 
controllers [9-12]. However, a conventional PID controller may have poor control 
performance for nonlinear and/or complex systems that have no precise mathematical 
models. The main disadvantage is that they usually lack in flexibility and capability. 

Fuzzy controllers provide reasonable and effective alternatives for conventional 
controllers. Many researchers attempted to combine conventional PID controllers 
with fuzzy logic [13, 14]. Despite the significant improvement of these fuzzy PID 
controllers over their classical counterparts, it should be noted that they still have 
disadvantages. How to reduce the number of fuzzy rules is arduous work for 
nonlinear multivariable systems. 

Several evolutionary algorithms have been proposed recently to search for optimal 
PID controllers. Among them, genetic algorithm (GA) has received great attention 
and particle swarm optimization (PSO) method has been successfully applied to 
various fields [15, 16]. In this paper, a hybrid optimization approach integrating GA 
and PSO will be adopted to perform the fuzzy PID control. To show the flexibility 
and capability of the proposed method, an overhead crane is adopted as an illustrative 
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example. From the simulation results, one can find that the designed fuzzy PID 
controller guarantees not only prompt damping of load swing but also accurate 
control of crane positions. 

2   Fuzzy PID Controllers 

In the proposed fuzzy PID controller, the input variables of the fuzzy rules are the 
error signals and their derivatives, while the output variables are the PID gains. The 
fuzzy PID control rules are expressed as 

 If 1e  is 1
iX  and 1e�  is 2

jX  and 2e  is 3
kX  and 2e�  is 4

lX , 

 then 1   1 1   1 2   2, , , ijkl ijkl ijkl
P P I I D DK Y K Y K Y= = ="  

  for 11 ,i n≤ ≤  21 ,j n≤ ≤  31 ,k n≤ ≤  41 ,l n≤ ≤   (1) 

where 1,e  2e  and 1,e�  2e�  are the error signals and their derivatives, 1 ,iX  2 ,jX   3 ,kX  

4
lX  are the membership functions of 1,e  1,e�  2 ,e  and 2 ,e� 1 1 2, , , P I DK K K"  are the 

PID gains, 1  1  2, , ,ijkl ijkl ijkl
P I DY Y Y"  are real numbers, 1,n  2 ,n  3,n  and 4n  denote the 

numbers of input membership functions, respectively. 
The membership functions of a fuzzy system are usually parametric functions such 

as triangular functions, trapezoidal functions, Gaussian functions, and singletons. 
Though the proposed method is equally applicable to all these kinds of membership 
functions, asymmetric Gaussian ones are used as the antecedent fuzzy sets in this 
paper. This means that input membership functions are represented as 
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1 , 1 , 1 , 1 ,m n m n m n m n≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤  (2) 

where 
k

x  represents the input linguistic variables, ,km

k
ρ  ,k

m

kl
σ  and k

m

kr
σ  denote the 

values of the centers, the left widths, and the right widths of the input membership 
functions, respectively. For the output membership functions, singleton sets are 
adopted. In the defuzzification process, Wang [17] used the center of gravity method 
to determine the output crisp values. Then, if the PID control law is used and the 
control signal is determined as 

1 1 1 1 1 1 2 2 2 2 2 2
( ) ( )  ( ) ( )+ ( )  ( ) ( )

P I D P I D
u t K e t K e t dt K e t K e t K e t dt K e t= + + + +∫ ∫� �     (3) 

From the above description, one can find that the gains of the fuzzy PID controller are 
adaptive such that the controller should have more flexibility and capability than the 
conventional ones. However, it is very difficult, if not impossible, to determine the 
parameters directly. Therefore, a hybrid algorithm integrating PSO and GA is 
proposed to search for the optimal values of these parameters simultaneously. 
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3   A Simulation Example 

3.1   Dynamic of an Overhead Crane 

In practice, load swing is suppressed as much as possible for safety considerations. 
This study considers this practical case of small load swing around the stable 
equilibrium. Then, for the generalized coordinates ,x

X
θ ,y  and ,

Y
θ in Fig. 1 the 

following linearized dynamic model [5] can be derived:  

 ( ) ,
X X X X

M m x mL F D xθ+ + = −���� �  (4) 

 0,
X X

x L gθ θ+ + =����   (5) 

 ( ) ,
Y Y Y Y

M m y mL F D yθ+ + = −���� �   (6) 

 0,
Y Y

y L gθ θ+ + =����   (7) 

where m  is the load mass; L is the rope length; 
X

M and 
Y

M are the x and y 

components of the crane mass including the moment of inertia of the gear train and 

motors, respectively; 
X

D  and 
Y

D  denote the viscous damping coefficients of the 

crane in the x and y directions, respectively; 
X

F  and 
Y

F  are the force inputs to the 

crane in the x and y directions, respectively; g denotes the gravitational acceleration. 

( , , )m m mx y z

X
Y

XF

YF

ty

tx
( , , )x y z

 

Fig. 1. Coordinate systems of an overhead crane 

3.2   GA-PSO Tuning Fuzzy PID Controller 

In the overhead crane, the desired value of ( )x t  and ( )tθ  are denoted by 
d

x  and 
d

θ . 

If the PID control law is employed, then the input-output relation of the crane  system 
is expressed as 
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1 1 1 1 1 1 2 2 2 2 2 2
( ) ( ) ( ) ( ) ( ) ( ) ( ),

P I D P I D
t k e t k e t dt k e t k e t k e t dt k e tτ = + + + + +∫ ∫� �         (8) 

where
1
( ) ( ) ,

d
e t x t x= −

2
( ) ( ) ,

d
e t tθ θ= −  

1
( ) ( ) ,

d
e t x t x= −� � �  and 

2
( ) ( ) .

d
e t tθ θ= −� ��  

3.3   Fitness 

In designing the fuzzy PID controller, the primary goal is to drive an overhead crane 
system from the given initial state to the desired final state. However, if the number of 
fuzzy rules is large, then heavy computation burden and huge memory requirement 
are inevitable. Therefore, the primary goal and the way to reduce the number of fuzzy 
rules should be taken into account simultaneously in defining the fitness function. 
This means that two performance criteria are chosen as follows: 
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       (9) 

where ,
i

p  ,
j

p  ,
k

p  and ,
l

p  are the binary elements to indicate which ones of the 

membership functions are activated. From the definition (9), the fitness value can be 
calculated to evaluate the performance of the fuzzy PID controller and a higher fitness 
value denotes a better performance. 

4   Integration of PSO and GA 

PSO is a population-based stochastic searching technique developed by Kennedy and 
Eberhart [18]. It is similar to the GA in that it begins with a random population matrix 
and searches for the optima by updating generations. 

4.1   Particle Representations 

Before applying the novel auto-tuning method, how to encode the parameters must be 
introduced firstly. In the proposed method, a mixed coding method is used, in which 

1
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Y  are encoded as real numbers. This means that the positions of 

particles are represented as 

 [ ].
binary real

=P p p                                                (10) 

The particle 
binary

p  contains binary variables taking the value of one or zero. The 

elements of 
binary

p  are used to indicate which ones of the membership functions are 

activated. As for the real particles 
real

p , the elements of 
real

p  are used to represent the 

values of ,k
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4.2   Evolutionary Algorithms 

In evolutionary strategies, the real particles realp  will employ the PSO method. As for 

binary particles 
binary

p , it will adopt the GA because of their nature and simplicity. In 

PSO method, the particles update their velocities and positions based on the local best 
and global best solutions [19]. In the evolutionary procedure, the inertia weight, the 
cognitive parameter, and the social parameter are linearly adaptable over the 
evolutionary procedure [19]. In the proposed GA-based method for binary particles, 
one cut-point crossover operator and single-point mutation operator will be employed 
[20]. 

5   Simulation Results 

The parameters of the overhead crane system shown as Fig. 1 are chosen as [2] 

1440 , 480 / ,
X X

M kg D N s m= = ⋅  

110 , 40 / ,
Y Y

M kg D N s m= = ⋅  

210 , 1 , 9.8 / ,m kg L m g m s= = =  

and the constraints shown as 

 4800 N 4800 N
X

F− ≤ ≤ , 200 N 200 N,
Y

F− ≤ ≤  

/12 rad/s /12 rad/sπ θ π− ≤ ≤ / 6 rad/s / 6 rad/s,π θ π− ≤ ≤�  

0 5.5 ,   0 3.5 ,m x m m y m≤ ≤ ≤ ≤  

0.5 / 0.5 /m s x m s− ≤ ≤� , 2 22 2 ,m s x m s− ≤ ≤��  

0.3 / 0.3 /m s y m s− ≤ ≤� , 2 21.5 1.5 .m s y m s− ≤ ≤��  

The initial state and the desired final state of the overhead crane are 
( , , ) (1, 1, /18)x y θ π=  and ( , , ) (0, 0, 0)x y θ = . In the proposed algorithm, the 

population size, the maximal iteration number, the crossover rate, and mutation rate 
are chosen to be 40, 2000, 0.8, and 0.2, respectively. Moreover, it is assumed that the 

values of 
1
,n  

2
,n  

3
,n  and 

4
n  are all chosen as five, and the singletons of the output 

linguistic variables are all chosen as real numbers. According to the procedure of the 
GA-PSO algorithm, the minimal fuzzy rules and the optimal membership functions of 

the input linguistic variables are determined. Moreover, the optimal values of 
binary

p  

and 
real

p  can be determined. The former is found to be [01010011010100110110] and 

it means that only the membership functions 2

1
,X  4

1
,X  2

2
,X  3

2
,X  5

2
,X  2

3
,X  5

3
,X  

1

4
,X  3

4
,X  and 4

4
X  are activated. Meanwhile, this also means that there are 36 

( 2 3 2 3= × × × ) fuzzy rules in the fuzzy PID controller. Since the number of fuzzy 
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rules is reduced from 625 ( 45= ) to 36, the computation burden in implementation of 
this fuzzy PID controller will also be reduced significantly. 

In Figs. 2 and 3, the simulation results illustrate that the proposed fuzzy PID 
controller can effectively complete the asymptotical stability of the prototype 
overhead crane. 

0 5 10 15 20 25 30
0

0.2
0.4

0.6
0.8

1

Time (sec)

x-
po

si
tio

n 
(m

)

0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

Time (sec)

 y
-p

os
iti

on
 (

m
)

 

Fig. 2. Plots of x-position ( )x t  and y-position ( )y t  for the overhead crane using the proposed 
fuzzy PID controller 
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Fig. 3. Plots of X-angle ( )
X

tθ  and Y-angle ( )
Y

tθ  of the overhead crane using the proposed 

fuzzy PID controller 
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6   Conclusions 

In fuzzy PID tuning techniques, the parameters of fuzzy sets and PID gains are 
difficult to obtain the optimal values for stabilizing an overhead crane. In this paper, 
we present a hybrid optimization approach integrating GA and PSO to design a 
thoroughly self-tuning fuzzy PID controller to asymptotically stabilize the prototype 
overhead crane. 
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Abstract. In order to make the robot lighter, minimize the size, and have good 
heat dissipation, the technique of high power density DC-DC converter design 
is necessary. It can minimize the internal circuit in the robots, improve heat 
dissipation, and have high efficiency. Therefore, adoption of a forward 
converter synchronous rectification is used. This technique can diminish the 
loss of diode forward so it is able to increase the conversion efficiency. The 
active clamp reset transformer is used on primary-side to make Transformer 
demagnetization. At the same time, the power MOSFET can achieve the goal of 
zero voltage switching function, improving the efficiency of the converter. 
Finally, the forward converter is made with operating frequency of 300k Hz and 
100W output power, and the maximum efficiency is 92.4%.  

Keywords: power density, converter, robot. 

1   Introduction 

As technology developed rapidly these days, the needs for automation projects grow, 
and that is the reason why robots research becomes so popular. The robots research 
can be classified into various groups, such as industrial robots, guide robots, space 
exploration robots, household robots, and etc. The stability of robots [1-2] which has 
good power converter design must be improved. The power supplies heat will 
increase and it would lead to decline in efficiency. This paper discusses a high power 
density DC-DC converter application of planar transformer [3-4] and Development of 
a synchronous rectifier forward converter. The output power is 100W. To achieve 
reduced volume and power density enhance results [5-6]. 

2   Miniaturization of DC-DC Converter on Application of Planar 
Transformer 

Conventional wire wound transformer is increasingly not applicable in DC-DC 
converter. Therefore, planar transformer gradually catches people’s attention. 

2.1   Design of Conventional Wire Wound Transformer 

Fig.1 is the forward converter transformer design flow chart. Before the transformer 
starts to design, it need to set input voltage rang, output voltage, output power, 
operation frequency and maximum duty cycle of parameters converter.  
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(a) Decision ΔB 
In the choice of core when there is a need to pay attention to the magnetic flux 
density and temperature rise. It needs to choose the high permeability, low core 
loss high saturation flux density of the material, and saturation flux density is 
defined as Bs. 

 

Fig. 1. Forward converter transformer design flow chart 

Residual magnetic flux density is defined as Br, the maximum magnetic flux density 
variation ΔB is 

 [ ]mTrs BBB −<Δ                                                (2-1) 

Magnetic flux density without being saturated under consideration, ΔB selected as 

               ( ) [ ]mT%75×−=Δ rs BBB                                          (2-2) 

Converter turn on time is defined as Ton, number of turns is defined as N. cross-
sectional area of core is defined as Ae. Then ΔB is： 

                [ ]mT10 8−×
⋅

=Δ
NA

TV
B

e

onin                                        (2-3)  

(b) Decision core type 
The output power PO is an important parameter when select the type of core. From 
PO, it can decide the apparent power of transformer Pt. If the transformer has the 
primary winding and secondary winding. The primary winding power is defined as 
Pin. The Secondary winding power is defined as PO. Apparent power is： 

                 [ ]Woint PPP +=                                              (2-4) 

After decision to apparent power of transformer, it may determine the area product  
Ap is 

                  [ ]4cmaep WAA ⋅=                                          (2-5) 
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Fig. 2. Window area of core and cross-sectional area of core 

Window area of core is Wa, cross-sectional area of core is Ae, as shown in Fig. 2 
Apparent power can have conversion calculated from (2-5)： 

 [ ]4
4

2
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BfJK
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p Δ

×
=                                                (2-6) 

Therefore, decision Ap can search core type. 

(c) Calculation of transformer turns 
After design Maximum duty cycle Dmax can obtain turns ratio as 

 

( )

out

in

s

p

V

DV

N

N
n maxmin==

                                                (2-7) 

By the turn ratio to calculate the primary winding turns is 

                 

( )

e

onin
p BA

TV
N

Δ
= min

                                                   (2-8) 

By primary winding turns can obtain secondary winding turns is 

                  n

N
N p

s =
                                                      (2-9) 

(d) Calculate the copper loss 
Calculate the primary winding current Ip is 

 [ ]A
max in

in
p VD

P
I

η
=                                             (2-10) 

Where η is the efficiency of the converter, input current RMS is 

                  [ ]AmaxDII pprms =                                        (2-11) 

After calculating the primary side current RMS, it may assure that the secondary 
winding wire cross-sectional area can search wire’s resistance Rmean. Transformer 
primary winding MLT (Length of Mean Turn) for MLTnp to the secondary winding 
resistance Rp as 

                  [ ]Ω××= meannppp RMLTNR                             (2-12) 

When the output power is Po, the secondary winding current can be obtained by 
approximation： 
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                  [ ]A
o

out
s V

P
I =                                               (2-13) 

Secondary side current RMS is 

                  [ ]AmaxDII ssrms =                                            (2-14) 

After calculating the secondary side current RMS, it may determine the secondary 
winding wire cross-sectional area can search wire mean resistance Rmean. Transformer 
secondary winding MLT for MLTns to the secondary winding resistance Rs as 

                  [ ]Ω××= meannsss RMLTNR                               (2-15) 

(e) Calculated total loss and temperature 
Transformer copper loss is the primary side and secondary side of the copper loss  
sum： 

                  [ ]W22
ssrmspprmscu RIRIP +=                                  (2-16) 

Search core Datasheet can obtain mean core loss Pcv and core volume Ve. Total core 
loss Pcv is 

               [ ]Wecvfe VPP ×=                                            (2-17) 

The copper loss and core loss is transformer total loss Ptotal as 

               [ ]Wcufetotal PPP +=                                       (2-18) 

Search Datasheet can obtain surface area of core At, the surface area of transformer 
calculated wattage ψ is 

               [ ]2cm
W

t

total

A

P
=ψ                                           (2-19) 

Transformer temperature rise Tr is calculated as 

                [ ]CT o
r

826.0450ψ=                                        (2-20) 

If the rise of calculated temperature is higher, it can re-select ΔB to adjust the primary 
and secondary winding turns. 

2.2   Design of Planar Transformer 

This section describes the design approach of planar transformer. Planar transformers 
can be constructed as stand-alone components, with a stacked layer design or a small 
multilayer PCB, or integrated into a multilayer board of the power supply. The 
advantages of planar transformer are: (a) low profile, (b) excellent thermal 
characteristics, (c) low leakage inductance, (d) excellent repeat ability of properties. 
Measurements on planar E core transformers under operating conditions with 
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windings in multilayer PCBs show that the thermal resistance is substantially lower 
compared to conventional wire wound transformers with the same effective core 
volume. This is caused by the improved surface to volume ratio. The result of this 
better cooling capability is that planar transformers can handle higher throughput 
power densities, while the temperature rise is still within acceptable limits. In order to 
reduce the volume of converter, many engineers will use planar transformer windings 
in the main printed circuit board production. 

3   Experimental Result 

Fig.3 is structural figure of the planar transformer used. Layer 1 and Layer 4 is series. 
Layer 7 and Layer 10 is series. These two groups for parallel is secondary winding. 
Layer 2, Layer 3, Layer 5, Layer 6, Layer 8 and Layer 9 for series is primary winding. 
The transformer used 100 watts Synchronous Rectifier and active clamp DC-DC 
forward converter. Table.1 is Forward converter Parameter specification. Fig.4 is the 
thesis using the forward converter topology. Table.2 is planar transformer measured 
values. 

Fig. 5(a) is output 100W and input 48VDC when the voltage and current waveforms 
of primary side MOSFET Q1. Oscilloscope channel 1(Ch1) is Voltage Stress 
waveforms of primary side MOSFET Q1. Oscilloscope channel 3(Ch3) is current 
waveforms of primary side MOSFET Q1. Oscilloscope channel 4(Ch4) is driving 
signal of primary side MOSFET Q1. 

Table 1. Forward converter Parameter specification 

Project Parameter specification 
Input voltage rang 36 VDC~75 VDC 

Normal  
input voltage 

48 VDC 

Output voltage 5 VDC 
Output current 20 A 
Output power 100 W 

Operation frequency 300 kHz 

Table 2. Planar transformer measured values 

Project Parameter specification 

Primary winding turn 6 turn 

Primary winding inductance 100.8 μH±5% 

Secondary winding turn 2 turn 

Secondary winding inductance 11.2 μH±5% 

   Primary winding resistance 8.4 mΩ±5% 

   Secondary winding resistance 2 mΩ±5% 

Transformer size 31 mm × 26 mm × 8.3 mm 
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Fig. 5(b) is the voltage and current waveforms of primary side MOSFET Q1. The 
channel 1(Ch1) is Voltage Stress waveforms of primary side MOSFET Q1. The 
channel 3(Ch3) is current waveforms of primary side MOSFET Q1. It can be seen 
when the MOSFET Q1 conduction has reached the soft switch. Fig.6 shows the 
synchronous rectification MOSFET of driving signal waveform and the inductor 
current waveform. 

 

Fig. 3. Structural figure of the planar transformer used 

 
Fig. 4. The forward converter topology 
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                   (a) Input 48VDC                                        (b) Input 36VDC   

Fig. 5. Voltage and current waveforms of primary side MOSFET Q1 

 

Fig. 6. Input 48VDC when synchronous rectification MOSFET 

 

Fig. 7. Efficiency of converter 

The channel 1 (Ch1) is the drive signal of Secondary side MOSFET Q3. The channel 
3 (Ch3) is secondary side inductor current waveform. The channel 4 (Ch4) is the drive 
signal of Secondary side MOSFET Q4. Fig.7 is the efficiency of converter. 

Conversion efficiency is about 92.4% of best. At 100W the efficiency of 90.4% in 
input 48VDC. Output of 100W the efficiency of 84.6% in input 75VDC. When the input 
voltage is 75VDC, the duty cycle is only 22%; therefore less efficient. 
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Table 3. Temperature of component of converter 

Component 
    Input 36 VDC 

 Temperature 
    Input 48 VDC 

 Temperature 
   Input 75 VDC 

Temperature 

     planar 
transformer 81.7℃ 88.9℃ 92℃ 

MOSFET Q1 82.9℃ 94.3℃ 104.7℃ 
MOSFET Q3 69.5℃ 72.8℃ 80.7℃ 
MOSFET Q4 84.9℃ 95.6℃ 101.4℃ 

 
Table 3 shows 36VDC, 48VDC and 75VDC of the input voltages during 20 minutes 

after the temperature. Only when the input voltages are both 36 VDC and 48VDC will 
the temperature be in the acceptable range. 

4   Conclusions 

The design of internal power converter must be light, safe, energy-saving, and stable. 
As it becomes a trend, the size of DC-DC converters must be minimized. 
Miniaturization of components is important as well. Operating frequency of converter 
will increase. Using planar transformer to reduce the volume of transformer is 
necessary. This paper applied planar transformer to forward converter and use the 
active clamp and synchronous rectification circuit and to have good result in 
efficiency. 
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Abstract. To improve stability of the robot power supply when perform task 
without voltage drop or sufficiency; therefore, a design of high-efficiency 
energy-saving method for power management is presented. It can be used in 
rechargeable lithium batteries and monitoring current output of different voltage 
so that the power contained inside the robot is able to be used for robot 
vehicles. By a micro-controller monitors the Robot vehicles use the CAN Bus 
protocol to receive the fuel cell internal parameter values and transmission 
power values of the robot vehicles, in the QGVA 5.7-inch touch screen display, 
so that drivers can immediately to control the operational status of the robot 
vehicles. 

Keyword: Robot vehicle, fuel cell, power management system. 

1   Introduction 

As technology developed rapidly, the study of robot becomes popular. The function 
of the auto-controlled robot technology is to work, move, and track. In order to make 
the robot perform effectively on doing tasks, a modularized highly intelligent power 
management system of robot design is invented [1]. When the carbon Monoxide 
reduction gradually become the topic of interest, the transportation with 
environmental protection and pollution-free alternative energy sources will be of 
more development. Alternative energy sources commonly use rechargeable battery, 
solar energy or Robot vehicles. It can reduce carbon emissions, but the charging time 
is too long and it also has the time constraints of charging.  The market is less 
common. Solar energy electric are as a whole expensive and limited to the use where 
there is only suitable in the sunlight to provide energy, so the development will be 
limited. Robot vehicles will be the future trends of environmental protection, Robot 
vehicles power management system will also be increasingly important. [2-4] 

2   The Fuel Cell Power Management System for Robot Vehicles 
Profile  

Fig.1. shows the applications of fuel cell power management robot vehicles system 
architecture diagram, the vehicle energy is provided by the fuel cell as the main 
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power, solar panels for auxiliary power. Power supply system using Fuel Cell System 
provides output power of 4kW, 60-116V output voltage as a major power, the output 
voltage of the fuel cell system can not directly drive three-phase AC induction motor 
and will change due to the load, the output voltage will also change, so the output 
voltage of the fuel cell system as a DC / DC Step-Up Converter input voltage boost 
converter allows the use of high voltage to 365V, and stabilize the output voltage, the 
output voltage will not change due to the load, the output voltage will also change, 
high-boost converter which consists of four 1kW DC / DC Step-Up Converter; DC / 
DC Step-Up Converter outputs voltage 365V to recharge LiFePO4 Battery, LiFePO4 
Battery will provide the energy in the three-phase AC motor drive, three-phase AC 
motor drive AC induction motor drive, so the car can move. The cars use Solar Cell 
System for the auxiliary power output, Maximum Power Point Tracking (MPPT), so 
that the output power of Solar Cell System will get the maximum power, and charge 
the 12V LiFePO4 Battery. The energy of 12V LiFePO4 Battery will use different DC 
/ DC Converter to raise or lower the voltage to provide the system.   

Fig. 2. shows the use of proton exchange membrane fuel cell module, consists of 
multi-chip fuel cell battery, single fuel cell open circuit voltage is about 1V. When it’s 
at full load, the voltage will drop to 0.6 V so the fuel cell module maximum output 
power is 4Kw. The battery voltage changes due to the load and the output voltage is 
about 60V ~ 116V. Table 1. is the proton exchange membrane fuel cell module 
specification sheet. 

 

Fig. 1. Applications of fuel cell power management robot vehicles system architecture diagram 

 

Fig. 2. Fuel cell module 
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Table 1. Fuel cell module specification  

Fuel Cell Stack 
Rated Voltage 72V Pressure of H2 0.6 ~ 0.8bar 
Rated Current 55A Consumption of H2 49L/min 

 

Fig. 3. DC / DC Step-Up Converter circuit 

Table 2. DC / DC Step-Up Converter specification 

Input Voltage 60V~116V Frequency 33kHz 
Output Voltage 365V Output Power 1000W 

 
The system provides the required output power of the vehicle, thus using the power 

converter output voltage to provide energy to the load stably. Fig. 3. shows the DC / 
DC Step-Up Converter circuit used in the robot vehicles [5]. Table 2. is the DC / DC 
Step-Up Converter specification sheet. 

3   Software Design 

To be able to immediately grasp the internal condition of fuel cell electric vehicle 
system, it uses Microchip's dsPIC30F4011 and PIC24FJ128GA006 [6-7]. Fig. 4 shows 
the chart of software design, as shown using dsPIC30F4011, to receive the information 
transmitted by CAN Bus, read A / D pin and the output signal source. Fig. 5(a). for the 
dsPIC30F4011 chip main program software design procedure, the program begins to be 
initialized to set Init_ ADC, Init_ UART and Init_ CAN. Fig. 5(b) .is the dsPIC30F4011 
chip Timer1 interrupt subroutine procedure chart, when the Timer1 interrupts, it starts 
sampling AD, waiting to capture the required sampling, and begins to convert the 
signal, and the AD values will be stored in the temporary conversion. 

Fig. 5(c). dsPIC30F4011 ingle-chip CAN Bus is the procedure chart of receiving 
interruption subroutine programs.  When obtaining valid data of the fuel cell, it would 
identify the SID, process the data and store it in registers, clear the receiving 
interruption flags in CAN Bus, then finally end the interruption. 
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Fig. 4. Software design 

                   
 (a)                                                      (b) 

             

         (c)                                                               (d) 

Fig. 5.(a) dsPIC30F4011 chip main program software design, (b) Timer1 interrupt subroutine 
procedure, (c) CAN Bus receive subroutine procedure, (d) Protection subroutine procedure. 
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Fig. 5.(d) shows the procedure chart of single-chip protection identification 
subroutine programs, the judging of protection circuit is to determine if the output 
voltage of fuel cell power system (VF) is less than 70V, and output current (IF) greater 
than 50A (Pa), and the output pressure greater than 0.8 bar or less than 0.6 bar. Fig. 6. 
is the procedure chart of the single-chip PIC24FJ128GA006 software design. The 
program begins to be initialized and create an object. At this moment it decides the 
number of objects, then draws the object, display pictures or text; detect whether there 
is contact with the touch screen, the change of voltage value. If it detects the touching 
of screen; it will perform the action; and create a new object, which also produce a 
new screen. 

The action process of QVGA touch screen in software as shown in Fig. 7, the 
screen will stop at home page in the beginning. There are total of six objects, namely 
the fuel cell object, the object converter, the solar energy objects, the monitoring 
object, the object converter and the setting of the object.  The system will detect 
whether something touches the button of objects. If there is a touch on the button of 
objects, it will enter the new page of the button of the objects which are touched. The 
new page displays information about the object. If you want to exchange for other 
page, just touch the touch screen, and it will jump back to the home page, previous or 
next page of the objects. The user may choose to return to the home page, the 
previous or next page of objects at will. The following is the monitoring system 
screen of design of fuel cell power supply system. Fig. 8. is the main screen control 
systems. The main monitor screen shows the six small controlled systems, the fuel 
cell power systems, high step-up DC converter system, solar energy auxiliary circuit 
system, the current monitoring system, the frequency convertor and battery, 
respectively. 

 

Fig. 6. PIC24FJ128GA006 software design 
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Fig. 7. The action process of QVGA touch screen in software 

 

Fig. 8. Robot vehicles Monitoring System 

4   Combination of Software and Hardware Test Results 

Fig. 9. shows the main circuit detection and control structure. It will flow the 
hydrogen into fuel cell power supply system. Hydrogen output pressure control is 
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between 0.6 ~ 0.8 bar. The internal status of fuel cell power supply system provides 
CAN Bus protocol, the internal current, such as output voltage (VF), output current 
(IF) and the battery temperature (T) state, and send the data via the CAN Bus, at this 
time, using a single chip dsPIC30f4011 to receive and processed the information 
sent by the fuel cell power system, and send to QGVA touch screen display.  
When the fuel cell output voltage (VF) is too low, the output current (IF) is too high, 
then sending the signal, Q1 disconnect the fuel cell boost converter and high 
pressure rise convertor and make the protective circuit activate. To detect the 
converter voltage, current, and the LiFePO4 battery voltage, current will use single-
chip dsPIC30f4011. 

 

Fig. 9. Main circuit detection and control structure of the Robot vehicles system 

 

Fig. 10. Detection architecture of Solar Cell auxiliary circuit 

Fig. 10. shows the detection architecture of solar panels auxiliary circuit. Detect 
the solar energy output voltage (VS), output current (IS) by dsPIC30f4011 IC, and for 
maximum power tracking (MPPT), control Buck-Boost converter. 
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5   Conclusions 

As the technology grows faster and faster, robots must be safe, environment-friendly 
and energy-saving. As a result, the need of robots will be used available. In this paper 
QGVA touch screen display system, the internal current state of the fuel cell energy 
supply system uses of Microchip's single-chip as a data processing and transmission, 
so users can immediately grasp the electric power management system of the robot 
vehicles. 
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Abstract. A hydrogen fuel cell power supply system which includes pressure 
valve, solenoid valves, flow controllers, temperature sensors and Proton 
Exchange Membrane Fuel Cell (PEMFC) is presented in the paper. The power 
supply system builds a control circuit loop includes a charge-discharge circuit 
with buck conversion topology. The feedback control signal of the power supply 
system by digital signal processor (dsPIC). This structure can achieve the goal of 
the small fuel cell power supply system stability, have high efficiency fuel cell, 
high efficiency converters, and to provide energy to a small robot. 

Keywords: fuel cell, PEMFC, converter, digital signal processor. 

1   Foreword 

Today robot power supply system is provided by the battery.  Because battery charging 
time is quite long, the energy robots cannot be supplied immediately. Therefore, the 
fuel cell plays a very important role. The way fuel cell generates electricity depends on 
hydrogen. If the hydrogen runs out, it can be filled immediately by adding the hydrogen 
bottle. Unlike a battery that cost a long time to recharge, filling hydrogen into the bottle 
just need little time.  In the future hydrogen bottles will be possible to purchase in 
convenience stores, which can make the usage simpler. 

About 98% nature resources used in Taiwan rely on importing and the petroleum 
occupies 50%. It becomes the biggest burden to Taiwan; hence, renewable energy 
development and energy management will be the main focus in the future. The coming 
of hydrogen-energy era of Taiwan will bring more benefits on economic development 
because the production of hydrogen is no longer be limited by a region but technique 
[3]. The reason why positive development is made on hydrogen's   related energy 
science and technology are: high converting efficiency, zero pollution, easy access of 
hydrogen. Consequently, the fuel cell seems to be more important [3-4]. 

Nowadays many countries and professionals are gradually paying more attention on 
fuel cell, so researchers actively study to break several key techniques in recent years 
and makes the fuel cell techniques applied in many countries in daily lives [5-6].The 
fuel cell is a power supply equipment with high efficiency and low pollution. When the 
chemical energy is stored in oxidizing agent, this equipment can convert the chemical 
power into electric energy. The development have diverse prospect, like electricity 
used in families, transportation tool, and etc. 
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This research use proton exchanges film fuel cell to convert hydrogen from chemical 
energy to electric energy. Its biggest advantage is that during respond process it doesn’t 
pollute, and energy-converting efficiency is up to 60%~80%. In practical use efficiency 
is 2~3 times than that of traditional gas engine. Fuel cell has other advantages: the 
diversity on fuel source, clean exhaustion, low noise, little pollution on environment, 
high reliability, and etc [7-8]. The combination of device of Proton Exchange 
Membrane Fuel Cell, power converter, micro-controller, hydrogen-loop control will 
develop a set of intelligent system of the fuel cell power supply, and provide the stable 
electric power to a notebook. 

2   Introduction of Fuel Cells 

Now various types of fuel cells are presented. Because its operation temperature is 
different and it use different fuel, so it cause discrepancy on the electrolyte.  Therefore, 
different types of fuel cells have different field to be applied [9].In this research it will 
mainly use small scaled robot to be the design principle. Low working temperature 
(30~80℃), higher power density, small size, light weight- these are the best qualities to 
put into proton Exchange Membrane Fuel Cell.  

2.1   The Internal Structure of Fuel Cells 

The proton exchanges film fuel cell is series-connected by many sets of single battery. 
Single battery can be simply divided into three parts: the Electrode, the Electrolyte 
Membrane, and the Bipolar Plate. Figure.1 shows the structure of PEMFC. The 
electrode is divided into anode and cathode; inside the structure there are the 
components of catalyst layers and diffusion layers. The function of catalyst layer is to 
catalyze the fuels cell to carry on electrochemistry reaction. There are two functions of 
the air-enlarged layer. First, it can make the air of reaction spread equally to the catalyst 
layer. Second, it should have the function to respond and Exhaust streaming way of 
bipolar Plate. The Membrane Electrode Assembly (MEA) is composed by three 
elements: anodes, Proton Exchange Membrane and cathodes. It is the central idea of 
PEMFC and is the main electrochemistry respond area for fuel cell. As a result, the 
capability of PEMFC depends on whether the performance of MEA is good [10]. 

 

Fig. 1. PEMFCs constructs sketch map 
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3   The System of the Fuel Cell Power Supply 

In this research, the power supply system uses the processor of the dsPIC digital signals 
of Microchip as the central control nucleus, and use the hydrogen loop to control the 
working temperature, adjust hydrogen barometric pressure, control hydrogen flow and 
electric energy loop. Fig.2 shows the system structure, including electric energy loop, 
buck converter, Microcontroller, the dsPIC 30 F4011 digital signal processor [11]. 

 

Fig. 2. System structure 

3.1    Power Control Loop  

The fuel cell output voltage is easily affected by the load fluctuation and polarized loss, 
which makes the DC outputted port voltage unsteady [12-13]. To conquer the problem, 
the power supply converting technique is adopted. In this research it uses the 30 W 
proton exchange film fuel cell and its output voltage is 11~21 Volt. As for the power, it 
is chosen to use which can be applied to 3C products, like Eee PC 701. The electric 
energy loop properly controls energy allocation and burden offset, provides 
stabilization output voltage, and raises the efficiency of whole power supply system. As 
fig. 3 shows, the control of power loop is to use digital signals processor that can carry  
 

 

Fig. 3. Power control loop structure 
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out current mode control method [14]. When load fluctuates, output feedback voltage 
ADCVO and reference voltage Vref to zoom in and control voltage through the ratio of 
the error margin amplifier. Send out PWM signal through PWM generator to power 
switch, and control inductor current to adjust output voltage. In order to protect fuel 
cell, avoid excessive extraction of current, or instability of converter which may cause 
problems on power supply system, the design of detective output voltage Vf of the fuel 
cell is needed. When Vf is bigger than 11 Vs, use soft start to avoid surge wave current 
causing damage on fuel cell or power switch. Then carry on the control of the voltage 
mode to get stabilization of output voltage. When Vf is smaller than 11 Vs, stop  
the converter and detect inductor current ADCIL to protect component and avoid 
damage [15-16]. 

3.2   Gas Loop Controls 

Fig.4 shows the fuel cell air streaming road. It is divided into hydrogen and air loop, 
and takes hydrogen as the main air loop. The hydrogen is emitted through low-pressure 
hydrogen bottle. The electron press controller will adjust the fixed pressure, and mass 
controllers will adjust proper hydrogen flow. After that, deliver hydrogen to a gas hole 
of fuel cell, and to have electrochemistry respond with the oxygen of the air in the fuel 
cell pile. If fuel of hydrogen is not respond completely, it would deliver through an 
exhaustion hole, controlled by electromagnetism valve to press and leak pressure [17]. 
Pulse exhaustion is adopted in the research and exhaust per 15 seconds to raise the 
utilization rate of respond gas and save cost of fuel cell gas.  The fan blows oxygen in 
the air to the battery pile through its gap. The fan adjusts the wind properly to get proper 
amount of oxygen to supply the fuel cell [18]. The control of hydrogen loop controls the 
oxygen flow and pressure properly to reduce fluctuation of the fuel cell gas, decrease 
the fluctuation of output voltage, increases electricity supply efficiency. It is controlled 
by the digital signals processor to control hydrogen loop. The steps are as follows: 

 

Fig. 4. Gas loop control structure 
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(1) Hydrogen flow control: The hydrogen flow supply varies as burden changes; 
the bigger the load, the more hydrogen flow will be. If the load is smaller, the hydrogen 
flow will become smaller. Therefore, it is needed to detect the loading of the current to 
control the hydrogen flow.  

(2) Fan and working temperature control: When fuel cell sets generate electricity, as 
the burden enlarges the temperature will relatively raise, so the fan need to generate more 
wind to avoid excessive temperature, and increase the amount of oxygen in the air. So detect 
the current of fuel cell is necessary to adjust the fan voltage (PWM 2).  

(3) Pressure control: When change the pressure of input hydrogen, the hydrogen 
flow will change as well. So it would detect the hydrogen flow, the fuel cell current, and 
its voltage, to decide the degree of adjustment on pressure. 

4   Experimental Result 

Fig.5 shows the efficiency of load output power from 9W to 27W, and the full load 
efficiency of power supply system is about 91.5%. Figure.6 is this power supply in load  
 

 

Fig. 5. The curves efficient of the overall power supply system 

 

Fig. 6. The waveform variation of Vo, Io, Ifc and Vfc with 1A to 2A load moment of change  
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Fig. 7. The waveform variation of Vo, Io, Ifc and Vfc with 1A to 3A load moment of change 

of the power supply system to moment change 1-2 A. Fig.7 shows the moment change 
1-3 A at the load for the power supply, the wave form of Vo, Io, Ifc, and Vfc. The output 
voltage is steady in 9V in abrupt change of burden, the current of fuel cell rises 
suddenly, while fuel cell voltage decreases suddenly. As for the power loop, digital 
signals processor adjusts the duty of PWM signal to maintain stable output voltage. For 
hydrogen loop, when burden increase suddenly and the load current will increase 
suddenly from fuel cell. Then the rotational speed of fan will be adjusted gradually to 
raise the fuel cell voltage and drop off the temperature. 

5   Conclusion 

There are some features of this system structure. First, better than tradition 
rechargeable battery as the device of energy storage, if the sufficient fuel is provided, it 
can supply power to burden without any limitation. Second, because the 
microcontroller controls the hydrogen loop and electric energy loop, it can acquire 
some advantages of the power supply system of intelligent fuel cell, such as power 
stability, good performance of fuel cell, high efficiency on burden. Third, the fuel cell is 
developed by miniaturization big power, and it will be easy to carry. This research uses 
small scaled robot to be its loads device. In the future, the application of fuel cell will be 
widely and also bring infinite commercial potential. 
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Abstract. This simulator is developed for Android Soccer Tournament 
(AndroSot) in FIRA. Due to the robot soccer game presents a dynamic and 
complex environment, it provides a challenging platform for multi-agent 
research. However, if there were some problems occurred in the robot actions 
and image processing algorithm, it is very difficult to run or test strategy 
systems. In order to solve these issues, a humanoid robot soccer competition’s 
strategy simulation system is proposed, which provides developer to test the 
feasibility and advancement of the game strategy. In this simulator, strategies 
which compiled to DLL files may be explicitly loaded at run-time. 

Keywords: simulator, AndroSot, FIRA. 

1   Introduction 

The robot soccer game system is a challenge for real-time control, which can be 
moderately abstracted from the standpoint of AI (Artificial Intelligence) and multi-
agent systems. The robot soccer game is suitable for multi-agent system research, 
where the robots in one team have to cooperate in the face of competition with the 
opponent team. There is an international robot-soccer association, which is the FIRA 
Robot World Cup [1]. It started in 1996, together with many other FIRA events, will 
help generate interests in robotics in the young minds. However, it needs high 
threshold to participate in the competition. And the examination of its strategy is also 
troublesome. 

In order to address these problems, development of simulator can be used for 
testing the feasibility and advancement of the game strategy of each team easily. 
Besides, for the FIRA SimuroSot game, the 3D two-wheel robot soccer simulator was 
developed by the RSS Development team and directed by Dr. Jun Jo of Griffith 
University, Australia. The aim of simulate competition is used for providing game 
training and strategy learning environment for each team. All in all, simulator 
provides a very convenient operating environment for the strategy testing of robot 
soccer competitions. 

In terms of humanoid robot soccer, there are numerous competitions held around 
the world, and one of them is AndroSot. A humanoid robot belongs to highly 
intelligent system. The intelligent technologies of the humanoid robots include 
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mechanism design, vision system, and algorithms in software programming. 
Therefore, its competitions can encourage creativity and technical development. To 
facilitate the strategy testing of these humanoid robot soccer competitions, a strategy 
simulator for AndroSot in FIRA is proposed. Simulate competition software is 
compiled using Embarcadero C++ Builder 2010 [2], and it can run under Windows 
XP and Windows 7. In this simulator, strategies compiled to DLL files may be 
explicitly loaded at run-time. In addition, another simulation mode, “Master Level” is 
presented. The healthy state of each robot is considered in this mode. If the robot 
collided with another robots or the wall, its value of the healthy state will be reduced. 
If the value of healthy state is zero, the robot cannot execute any action. 

2   System Architecture 

First of all, the system flowchart of the simulator is shown in Fig. 1. When the “Start” 
button is clicked by the user, the background music composed by ourselves is played. 
Next, the simulator will check whether the DLL files are loaded or not. If the DLL 
strategy files are loaded, the simulator will execute the strategies in the DLL files. On 
the contrary, if the DLL strategy files are not loaded, the simulator will execute the 
built-in strategies. After that, the pose of the robots will be set immediately. Then, if 
the simulation level selected by the user is “Master level”, the healthy point (HP) of 
each robot will be reduced or increased. The value of HP depends on the  
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Fig. 1. System flowchart of the simulator. System process is running according to it. 
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circumstances during the competition. Afterward, the location of the ball is updated. 
After all of the processes described above are completed, in order to show the 
circumstances in the playing field, the simulator will use computer graphics to 
simulate the field, the robots and the ball. Moreover, for the purpose of replaying the 
process, the current frame will be recorded in the memory. Then, the position of the 
ball will be checked for the post-process. That is, if the ball is outside, the simulator 
will show the dialog box to confirm whether the competition should be continued or 
not. On the other hand, if the ball is in the goal, the scores on the scoreboard will be 
adjusted. Then the simulator will show the dialog box to confirm whether the user 
wants to replay or not. If the user does not want to replay, the simulation will be 
stopped. However, the user also can click the “Start” button to start the match again. 

3   User Guide of the Proposed Simulator 

Fig. 2 shows the user interface of robot soccer simulator. The robots are divided into 
two teams: team A (blue) and team B (yellow). And each team contains three robots. 
When the program is enabled, the form of scoreboard is shown in the monitor. It is 
used for showing the score of each team. However, if the user doesn’t want to place 
the scoreboard on the monitor, closing the form of scoreboard is available. 

 

Fig. 2. The interface of the simulator, which includes the game field, the main menu and the 
scoreboard 

3.1   Basic Settings of the Ball and the Robots 

The picture of the ball and the robots are shown in Fig. 3. Fig. 4 shows the form for 
setting of the robots and ball. In the robot setting form, the group box of the ball is on 
the top of the form. In this group box, the user can adjust the radius and the RGB 
value of the ball. 

The setting parameters of the robots are under the group box of the ball. The user 
can select the color of each robot. Furthermore, the length, width, and height of the 
robots are also can be adjusted. Next, the current position, the current angle and the 
initial position of the robots, are shown in this form. The user can realize the actual 
coordinates and the angles of the robots by opening the form. 
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Fig. 3. The picture of the ball and the robots 

 

Fig. 4. The form for setting of the robots and ball 

3.2   The Basic Functions 

There are some basic functions in the simulator, which are described briefly below. 

1) Move the ball and robots: The user can drag the robots and the ball for 
changing their positions. If the user presses the robot by the mouse, rolling the wheel 
of the mouse can rotate the robots. If the wheel rolled up, the robot will rotate in 
clockwise; on the contrary, if the wheel rolled down, the robot will rotate in 
counterclockwise. However, making the robots overlap each other is prohibited. 

2) Turn on/off the robots: The user can double click the robots to turn on/off the 
robots. If the robot is turned off, it can not execute any motion. 

3) Throw the ball: The user can throw the ball during the competition. After 
dragging the ball and the event of mouse-up, the simulator will make the ball move by 
itself. Then, the speed of the ball will slow down gradually. Moreover, the moving 
direction and the initial speed can be controlled by the user. 

4   Strategy Decision System 

In AndroSot, the soccer robots are manipulated to perform the tasks of obstacle 
avoidance, collaboration, and competition for victory. In order to achieve the goal, a 
fuzzy logic based strategy is implemented for AndroSot. To lead the robot toward the 
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target while detouring obstacle simultaneously, a potential field algorithm [3-10] of 
obstacle avoidance is applied. For testing the feasibility of the simulator, the strategies 
described above are employed in this simulator.  

Fig. 5 shows the force direction at each position, which has obstacles in the field. 
The arrows denote the direction vector of the resultant force. We set a kicking point 
on the field, as shown in the yellow circle in Fig. 5. The home robot will follow the 
direction from its present position to the kicking point. 

 

Fig. 5. Potential field navigation method 

5   Extended Mode - Master Level 

The collision between the robots may happen frequently in the actual competition and 
cause the robots damaged. In order to take this issue into consideration, the extended 
mode - master level is proposed. There is a line behind the robot; it denotes the HP 
(healthy point) of the robot. 

If the collision occurred between the robots during the competition, as shown in 
Fig. 6, the symbol of crossing wrench will be shown on the top of the robots. 
Moreover, The HP of the robots will also be reduced. However, if the HP is reduced 
to zero, the color of the symbol will be changed into gray (as the red robot). After 
that, the robot cannot move anymore unless repaired. 

 

Fig. 6. The picture of the collision between the robots 
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Fig. 7. The picture of the maintenance of the robots 
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Fig. 8. The simulation result 
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There are four gray symbols of wrench on the corner of the field. They denote the 
maintenance areas. If the robot is moved into these areas, the color of the symbols 
will be changed into red, as shown in Fig. 7. It means that the robot is under repair. 
After that, the HP of the robots in the area will be supplied. 

6   Simulation Result 

Fig. 8 shows the simulation result. Firstly, the ball is on the left half field. Thus, the 
defender of Team B goes to the defending position and rotates for facing the ball. 
Then the attacker of Team A goes to the kicking position and shoots. However, the 
defender of Team B already stands on the defending position. So the ball is blocked 
by the defender successfully. Then, the ball is rebounded to the left half field. 
Therefore, the defender of Team B goes back to the defending position again. Then 
the attacker of Team B executes the rebound shooting. Also, the ball is blocked by the 
defender again. However, the ball is on the right half field. So the defender shoots, but 
the ball is blocked by the goalkeeper of Team A finally. 

7   Conclusions 

The simulator for AndroSot in FIRA is developed. the proposed simulator for 
AndroSot is described explicitly. Strategies which compiled to DLL files may be 
explicitly loaded at run-time in this simulator. In addition, another simulation mode, 
“Master Level” is also presented. The healthy state of each robot is considered in this 
mode. If the robot collided with another robots or the wall, its value of HP (healthy 
point) will be reduced. Finally, the effectiveness of the controlled system is shown by 
computer simulations, and the simulation result illustrates the feasibility of the 
proposed simulator. 
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Abstract. The heavy weight of a big humanoid robot body makes its dynamics 
considerable.  Therefore, the walking pattern derived according to only 
kinematics is difficult for a big humanoid robot walking.  In this paper, the 
dynamics of a big humanoid robot is approached to an inverted pendulum for its 
walking pattern.  The inverted pendulum approach regards the humanoid body 
as a point mass to simplify walking pattern parameters.  However, parameter 
uncertainty is not avoided, and usually joint servo motors cannot provide 
enough torque for the big humanoid robot walking.  In this paper, the actual 
servo motor move trajectories in experiments are read back to compare with the 
desired ones.  The errors between the desire and actual trajectories are used to 
modify the designed trajectories.  Experimental results show that the big 
humanoid robot can walk very well after modifying. 

Keywords: Big Humanoid Robots, Walking Patterns, Inverted Pendulum, 
Dynamics. 

1   Introduction 

The leg structure makes humanoid robots easy to fall down.  To maintain its stability 
during walking in dynamic situation requires a good mechanical design, extra sensors 
such as force sensors and accelerometers to acquire the information of its move.  
Many humanoid robots have been developed, such as ASIMO by Honda [1], 
WABIAN 2R by Waseda University, HUBO KHR-3 by KAIST [2] and QRIO by 
Sony.  Hkatib proposed torque-position transformer for enough torque to steer 
ASIMO [3].  However, it is hard for only using joint torque to control a big humanoid 
robot. 

The heavy body weight makes control of a big humanoid robot hard.  It is because 
that the dynamics of the big humanoid robot influenced by gravity becomes 
considerable.  It is possible to produce considerable influence owing to a little bit of 
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kinematic error in a big humanoid.  However, it is hard to have precise kinematics for 
walking pattern design.  Humanoid robots are open-chain structure that makes their 
postures hard to be estimated by joint angles.  Even if using successful algorithms 
estimate humanoid robot posture, its error is usually huge by accumulative inherence.  
Hence, accelerometers and gyroscopes are usually designed to estimate the absolute 
posture of a humanoid robot.  The other function of accelerometers and gyroscopes 
are to measure the walking dynamics of humanoid robots.  Especially, the heave 
dynamics of a big humanoid robot is hard to control in open loop. 

In intuition, ZMP (Zero Moment Point) provides a solution to support humanoid 
body during walking [4, 5].  However, ZMP which only takes geometric 
relationship is hard to solve the heavy dynamics of a big humanoid robot.  Thus, the 
method to measure ZMP is proposed [6].  Kim et. al. proposed the humanoid 
walking pattern to imitate human walking [7].  On the other hand, optimization of 
wasting energy is also an important issue for humanoid walking pattern [8].  
However, the approach to humanoid walking dynamics is direct methods [9 - 11].  
In this paper, the humanoid walking pattern based on inverted pendulum is 
proposed.  The main advantage of this approach is to parameterize the heavy 
dynamics of the big humanoid robot body during walking.  Then the trajectory that 
the humanoid robot can walk continuously is derived.  Finally the derived walking 
pattern is implemented by actual experiments. 

The rest of this paper is organized as follows.  The fundamental mathematics of the 
big humanoid robot is constructed in the next section.  The walking pattern of the big 
humanoid robot is designed and implemented in section 3 and 4, respectively.  In 
section 5, the walking pattern is examined to an exact big humanoid robot by 
experiments.  The experiments to modify trajectory for better walking are also 
included.  Finally, the conclusions and further development is presented in section 6. 

2   Kinematics Model of a Big Humanoid Robot 

In this section, how to design a big humanoid robot is described.  The kinematics of 
the designed humanoid robot is derived.  In addition, the kinematic equation is 
verified by joint trajectory calculation for a walking step. 

The mechanical design considers the minimum Degree Of Freedom (DOF) to let a 
humanoid robot have smooth walking.  Therefore, one leg and one hand are consisted 
of 6 DOFs and 3 DOFs, respectively.  In addition, there are two DOFs designed for its 
head so that the camera can move to have wide view angle. 

The kinematics is important for walking pattern planning and controller design.  
The following thus derives the kinematic equation of the designed humanoid robot.  
In traditional method, humanoid robots usually derive forward kinematic equations in 
geometric space.  Although the solution of using geometric space is comprehensive, 
vector method that is easy to derive robot dynamics is engaged in this paper. 

Let the right foot locate at 
0P
G  = [x0 y0 z0].  Then the locations of every join of the 

humanoid robot are 
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0p
K

= [x0 y0 z0] 
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GG
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GG
 

8,x,y,y,y,x,z,z,x,y,y,y,x78 RRRRRRRRRRRRRPP
12111098l654321 θθθθθθθθθθθθ+=

GG
                           (1) 

where Ri (for i = 1, …, 8) are the links of the humanoid robot. 

In order to demonstrate the derive kinematic equations, we draw the humanoid robot 
in initial pose by using MATLAB.  Fig. 1 shows the result of the humanoid robot at 
an initial pose in actual mechanical dimensions.  This result demonstrates that the 
kinematic equation is correct. 

The forward kinematic equation is used to derive inverse kinematics of the 
humanoid robot.  And then the derived inverse kinematics is demonstrated by 
calculating the humanoid robot for a walking step.  Fig. 1 shows the stick diagram of 
the humanoid robot in a walking step.  Figs. 1 demonstrate the correction of both 
forward and inverse kinematics of the humanoid robot. 

After designing, the humanoid robot is implemented.  Its height is 1.3 meters, and 
weight is 6.8 Kg.  The mechanical design of the big humanoid robot is based on a 
golden ratio rule that is usually used to evaluate fashion models.  The rule of the ratio 
between upper body and total tall is 0.618.  Hopefully, the humanoid robot designed 
based on this rule can be like a fashion model girl that always owns elegant postures. 

 

Fig. 1. The stick diagram of the humanoid robot for a walking step 
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Fig. 2. The photo of designed humanoid robot 

The big humanoid robot as shown in Fig. 2 is totally made in Intelligent Robotics 
Laboratory at National Kaohsiung First University of Science and Technology 
(NKFUST).  All of the mechanical components of the big humanoid robot are 
produced by a mini-CNC machine and a bending machine in our laboratory.  After the 
component shapes cut by the mini-CNC machine, the bending machine bends them as 
the structure components for the humanoid robot.  In addition, the head includes two 
COM cameras for 3-D image processing in the future. 

3   Walking Pattern Design 

In this paper, the walking pattern design makes use of inverted pendulum to approach 
to the big humanoid robot body dynamics.  This approach engages [9-10], but 
modifies some parameters for continuous trajectory. 

The heavy humanoid dynamics is approached to an inverted pendulum model.  
Under this approach, there are three assumptions: the whole body mass approached to 
the point at the center of gravity, ignoring the leg weight and frontal plane movement.  
In sagittle plane (x-z plane), the humanoid walking can be approached to Fig. 3.  As 
show in Fig. 3, the body dynamics can be expressed by 

sinMx f θ=��                                                            (2) 

cos 0f Mgθ − =                                                         (3) 

where M is the mass of humanoid body, f is the force on the body, and θ is the angle 
between support and horizontal line (z).  Eqs. (2) and (3) can be merged and 
manipulated to become the following 

0 0

0

tan
x x

x g g g
z Zc

θ= = =��                                                  (4) 

Where x0 and z0 is the position of the center of gravity, and ZC is a designed constant 
to maintain the body on same height during walking. 

Integrating Eq. (4) one and two times can obtain the velocity and position 
trajectories, respectively, as follows: 
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( ) (0) / sinh( / ) (0)cosh( / )x t x Tc t Tc x t Tc= +� �                              (5) 

( ) (0)cosh( / ) (0)sinh( / )x t x t Tc Tcx t Tc= + �                                  (6) 

where /=C CT Z g  is a constant, x(0) is initial position, x(0)�  is initial velocity, and t 

is time variable. 
Moreover, the energy variation is considerable factor during humanoid walking.  

Multiplying Eq. (4) by x�  can obtain 

2 21
- constant

2 2
=�

C

g
x x

Z
                                              (7) 

In Eq. (7), the first term is kinetics energy, and the second term is potential energy.  
This equation implies that the move of inverted pendulum must reserve constant even 
the kinetics and potential energy changes.  Therefore, using inverted pendulum 
approach to design the body move trajectory during humanoid walking must satisfies 
that the sum of kinetics and potential energy is constant.  When the body height is 0.7 
m, the sum of kinetics and potential energy is constant at the initial conditions x(0) = 
 -0.1 and x(0)�  = 0.4.  Fig. 4 shows this result.  In this paper, this result will be 
extended 3 dimensions to design the big humanoid walking pattern. 

 
Fig. 3. The humanoid robot walking in front plane 

  

Fig. 4. The position and velocity trajectories and energy variation during humanoid walking at 
x(0) = -0.1, x(0)�  = 0.4 as Zc = 0.7 m 
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The derived trajectory as above is the waist trajectory for humanoid waling.  In 
addition to the waist trajectory, the humanoid walking needs a sole trajectory.  In this 
paper, the sole trajectory employs cycloid equation.  The cycloid equation for the 
humanoid walking expresses one step walking as follows (for 0 ≤ t ≤ t1): 

( ) 2 2
1 sin

⎛ ⎞⎛ ⎞ ⎛ ⎞= − + −⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
l

l

a t t
X k a

T T

π π
π

                                            (8) 

1

2
1 cos

2

⎛ ⎞⎛ ⎞= − +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

h t
Z h

T

πθ
                                                (9) 

where a1 is one half of a walking stride, h is the height of the walking stride, and h1 is 
the distance between ankle and the foot bottom. 

The benefit of cycloid trajectory is uniform speed, i. e. constant acceleration.  
Theoretically, the uniform speed lets the humanoid robot don’t have sliding force 
during waling.  This result can be examined by calculating the double differential of 
x(t) and z(t) in Eqs. (8) and (9). 

4   Walking Pattern Implementation 

Any humanoid robot needs walking patterns for walking.  In this paper, the big 
humanoid robot walking pattern is designed by two trajectories: the waist and sole 
trajectories.  In this section, how to implement the design walking pattern is 
described. 

Fig. 5 shows the walking pattern designed for humanoid walking.  As shown in 
Fig. 5, the black doted line is sole trajectory, and the red doted line is the waist 
trajectory.  The waist trajectory is designed to maneuver humanoid body 
continuously, but the sole trajectory move the swing foot at the next support place. 

Two trajectories form the walking pattern of the humanoid robot.  After solving the 
inverse kinematics from forward kinematics Eqs. (1), two trajectories can used to 
solve the trajectories of all joints of the humanoid robot. 

 

Fig. 5. The cycloid trajectory used for the humanoid walking pattern 
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5   Experimental Results 

All joint trajectories solved by waist and sole trajectories are engaged to control the 
humanoid robot servo motor for walking.  However, the heavy dynamics of the big 
humanoid robot cannot be overcome easily.  In this section, the experimental results 
include how to compensate trajectory error for stable walking. 

In the first time experiment, the humanoid robot cannot walk very well.  After 
reading back the actual move trajectories, we found that the servo motor cannot be 
controlled to follow the desired trajectories.  There exist steady state errors.  Fig. 6 
shows the hip trajectories of right and left legs in X-Z plane.  As shown in Fig. 6, the 
blue circles indicate the duration of large errors. 

The steady state errors result in that the swing leg cannot immediate to leave 
ground.  Then the swing leg touching ground produces disturbance to the control of 
all joint.  Fig. 6 depicts the swing leg cannot leave ground because of hip joint 
trajectory errors.  Therefore, the desired trajectories are modified to compensate the 
steady errors of humanoid robot servo motors.  The modification increases or 
decrease with regards to the joint trajectory errors.  For example, hip joint trajectories 
of the left and right legs in X-Z plane increase and decrease, respectively, because 
their errors are plus and minus, respectively, as shown in Fig. 6.  After modifying, the 
humanoid robot walks very well, and the desired and actual trajectories are very close 
as shown in Fig. 7. 

  

Fig. 6. The original trajectories of hip in X-Z plane (left: left leg; right: right leg) 

  

Fig. 7. The hip joint trajectories in X-Z plane after compensating 
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6   Conclusions and Further Development 

In this paper, the walking pattern based on inverted pendulum to parameterize the 
heavy dynamics of a big humanoid robot body is derived.  Actually, the walking 
pattern is designed by two trajectories for waist and sole, respectively.  In addition to 
deriving the humanoid body walking based on inverted pendulum for its waist 
trajectory, the cycloid equation is designed for its sole trajectory so that the swing leg 
moves in constant velocity.  After design and implementation, the experiments 
examine the walking pattern in an actual big humanoid robot.  Because of steady state 
errors of humanoid joint servo motors, the big humanoid robot cannot be controlled to 
follow the desired trajectories.  Thus, some compensation is added to the desired 
trajectory according to the static state errors read back from the servo motors.  
Finally, the humanoid robot can be controlled to walk. 

However, the torque of joint servo motors is not big enough to steer the humanoid 
for walking.  Thus changing bigger servo motors is necessary for better walking in the 
next generation of big humanoid robot.  In addition, the parameters of big humanoid 
heavy dynamics cannot be figured out easily.  However, the heavy dynamics of a big 
humanoid robot can be read by accelerometers and gyroscopes.  Therefore, in the 
future, a motion sensor module consisted of accelerometers and gyroscopes is 
designed to read the humanoid dynamics for stable walking control. 

 
Acknowledgments. This research was supported by National Science Council, 
Taiwan, Rep. of China under grant NSC 98-2622-E-327-018-CC2. 

References 

1. Honda homepage, http://www.honda.co.jp/ASIMO 
2. http://mind.kaist.ac.kr/3re/research.htm  
3. Hkatib, O., Thaulad, P., Yoshikawa, T., Park, J.: Torque-Position Transformer for Task 

Control of Position Conlled Robots. In: 2008 IEEE Intern. Confer. on Robotics and 
Automation, pp. 1729–1734 (2008) 

4. Tak, A., Tochizawa, M., Karaki, H., Kato, I.: Dynamic Biped Walking Stabilized with 
Optimal Trunk and Waist Motion. In: IEEE/RSJ International Workshop on Intelligent 
Robots and Systems, pp. 187–192 (1989) 

5. Huang, Q., Yokoi, K., Kajita, S., Kaneko, K., Arai, H., Koyachi, N., Tanie, K.: Planning 
Walking Pattern for a Biped Robot. IEEE Trans. on Robotics and Automation 17(3), 280–
289 (2001) 

6. Erbatur, K., Okazaki, A., Obiya, K., Takahashi, T., Kawamura, A.: A Study on the Zero 
Moment Point Measurement for Biped Walking Robots. In: IEEE International Workshop 
on Advanced Motion Control, pp. 431–436 (2002) 

7. Kim, J.G., Noh, K.-G., Part, K.: Human-like Dynamic Walking for Biped Robot Using 
Genetic Algorithm. In: Liu, Y., Tanaka, K., Iwata, M., Higuchi, T., Yasunaga, M. (eds.) 
ICES 2001. LNCS, vol. 2210, p. 159. Springer, Heidelberg (2001) 

8. Ha, S.-S., Yu, J.-H., Han, Y.-J., Hahn, H.-S.: Natural Gait Generation of Biped Robot 
Based on Analysis of Human’s Gait. In: International Conference on Smart Manufacturing 
Application, pp. 30–34 (2008) 



 Design and Implementation of Big Humanoid Robot Walking Patterns      249 

9. Kajita, S., Tani, K.: Experimental Study of Biped Dynamic Walking. IEEE Control System 
Technology, 13–19 (1996) 

10. Kajita, S., Tani, K.: Study of Dynamic Biped Locomotion on Rugged Terain-Derivation 
and Application of the Linear Inverted Pendulum Mode. In: IEEE Conference on Robotics 
and Automation, vol. 3, pp. 2885–2891 (1995) 

11. Noh, K.-K., Kim, J.-G., Huh, U.-Y.: Stability Experiment of a Biped Walking Robot with 
Inverted Pendulum. In: The 30th Annual Conference of the IEEE Industrial Electronics 
Society, vol. 3, pp. 2475–2479 (2004) 

 
 



T.-H.S. Li et al. (Eds.): FIRA 2011, CCIS 212, pp. 250–257, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Optimum Iris Opening for Soccer Robot Detection under 
Un-uniform Lighting 

Abdul Rahim Bin Ibrahim1, Choong-Yeun Liong2,  
and Khairun Syatirin Bin Md Salleh1 

1 Mechanical Engineering Department, Port Dickson Polytechnic 
KM 14, Jalan Pantai, 71050 Si Rusa, Negeri Sembilan, Malaysia 

2 Centre for Modelling and Data Analysis (DELTA), School of Mathematical Sciences, 
Faculty of Science and Technology, 

Centre for Artificial Intelligence Technology (CAIT),  
Faculty of Information Science and Technology 

Universiti Kebangsaan Malaysia, 43600 UKM Bangi, Selangor DE, Malaysia 
{abdulrahim,khairun}@polipd.edu.my, lg@ukm.my 

Abstract. With the rapid technological advancement in vision systems, the 
advantages of vision based system as the sensing device have influenced the 
quality of the Robot Soccer game. This study presents an approach to produce a 
balanced image in terms of brightness under un-uniform lighting environment 
through the control of lens iris opening. Existing image processing module and 
CCD camera were used to obtain data of HSL (color system) properties in three    
un-uniform lighting conditions. These data were used to deduce the percentage 
of optimum iris lens aperture to increase efficiency of soccer robot detection 
under the un-uniform lighting conditions. The optimum range of iris lens 
opening was identified and the robots were detected successfully for all the un-
uniform lighting conditions. 

Keywords: Lens iris opening, HSL color system, un-uniform lighting. 

1   Introduction 

Robot Soccer is a game that combines several elements: vision systems, artificial 
intelligence for decision making and problem solving, communication system, real 
time motion control and mechanical elements (Figure 1). The purpose of the 
consolidation is to create an autonomous robot system that can play soccer. In Robot 
Soccer game, the robot players must work together in order to find the ball, their own 
goal as well as to create goals in the opponent side [1].  

Vision system is among the most important element in the autonomous robot 
system because only the CCD camera is used as a sensing device. This means that the 
input data, such as robots position and orientation, coordinate, robots obstacle and 
robots ID detection tied closely to the images taken by the CCD camera. 

The quality of the images captured by a CCD camera system is closely related to 
the playing field lighting. Poorly designed lighting can result in unintelligible images, 
with under and over illuminated regions showing poor contrast, and failed to get the 
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image information to be detected effectively [2]. In fact, lighting of soccer robot 
playground often faces the problem of un-uniform lighting (Figure 2). Un-uniform 
lighting problems exist because of irregular illumination and it is a major problem in 
vision-based autonomous robot system. Irregular lighting is the main reason for 
incorrect estimation for the robot (system) to detect the other robots and the obstacles.   

Many studies have been made previously to determine the appropriate approach to 
solve the problem of un-uniform lighting. Among these approaches are lighting 
configuration, least squares method, face location system, Discrete Cosine Transform, 
Local Binary Pattern, shape and near-blue screen lighting technique [3]. 

Another approach that can be used to solve the problem of un-uniform lighting is 
lens iris control methods. It is done by controlling the lens iris opening to reduce the 
difference in brightness between under and over illuminated regions. Generally, the 
lens typically has three adjustable parameters: zoom, focus and iris (Figure 3). In this 
study, zoom and focus have become fixed variable that were set to produce a sharp 
visual image. Visual image is generally defined as the reproduction of two 
dimensional visual information on the screen [4]. In this study, the images refer to 
visual images that are meant to be able to give information such as the robots position 
and orientation, coordinate and robots obstacle. 

 
 
 
 
 
 
 
 
 
 
 
   

 

 

Under illuminated Over illuminated  

Fig. 1. Robot Soccer System Overview Fig. 2. Un-uniform lighting on playing 
surface 

Lens Focus 

Lens Iris 

Lens Zoom 

 

Fig. 3. CCD Camera Lens 
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The image processing module used in this study is SP Mirosot RSS vision server 
that is only compatible with Basler CCD camera. Besides that, we work in the HSL 
color system as the image processing module available for color tuning works only 
for the HSL color system. Quick and effective image processing that comes with 
accuracy and robustness are keys to meet the requirement of the robot soccer system 
in real time. An important issue in real time environment is the uniformity of the 
lighting condition. However, such condition is often difficult to achieve, especially in 
outdoor environment. Therefore, the main aim of this paper is to show the specific 
lens iris opening for effective detection of soccer robot in HSL color space under un-
uniform lighting conditions. A simple range of values for the effective lens iris 
opening, that can be set up easily, would be a great help to the users who are not 
trained in visual perception or in lighting design. 

2   HSL Color System 

HSL is one of the models for describing the color space where H stands for hue, S for 
saturation, and L for luminosity or luminance. The HSL color space forms a double 
cone that is neutral in the middle, black at the bottom and white at the top [5].  

Roughly, hue corresponds to the base color, ranging from 0 to 360 degrees as 
shown in Figure 4. Saturation corresponds to the intensity of the color, ranging from 
0% to 100%, where 0% means gray and 100% means saturated color; whereas 
luminosity corresponds to the brightness of the color, ranging from 0% to 100%, 
where 0% is the extreme darkness (black) and 100% the extreme lightness (white). 

 

Iris aperture position 

Bright Images Dark Images 

 
Fig. 4. HSL Color Model Fig. 5. Percentage of Iris opening and image 

brightness 

3   Lens Iris 

Manual Iris Lens is the simplest type of iris control lens with manual adjustment to set 
the iris opening in a fixed position. These are generally used for fixed lighting 
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applications or where the camera to be used is readily accessible, and lighting level 
stays mostly constant. Iris is an adjustable aperture used to control the amount of light 
coming through the lens. The more the iris is opened, the more light it lets in and the 
brighter the scene will be. Manual iris adjustment can be demonstrated as in Figure 5. 

4   Un-uniform Lighting 

In real-world environment, producing uniform lighting at an area of the surface is 
very difficult. This is because there are external factors that are difficult to control that 
will disturb the equilibrium (uniformity) of light. Hence, under an uncontrolled 
environment, lighting variability and un-uniformity is common [6]. 

The surface used in this study is 1.8m × 2.2m in size and the surface color is black. 
This surface is actually a robot soccer playing field. Un-uniform lighting conditions 
on this surface will affect the overall color detection generally and the soccer robot 
detection particularly. If the issue of un-uniform lighting becomes critical, the vision 
system will not be able to detect the position and orientation of the soccer robot as it 
fails to detect the color (the robot). This means that the robot soccer system will 
function in the blind. Therefore, it can be summarized that the recognition and 
tracking of soccer robot in a balanced lighting condition is very important in order to 
perform the operation of the autonomous robot soccer system. 

5   Experimental Method 

The experimental study was carried out as depicted in Figure 6. A total of three       
un-uniform lighting conditions of similar intensity as shown in Figure 7 were used.  
 

Start 

Set condition of lighting 

Set percentage of Iris open 

Color tuning using RSS vision server 

Robot detection 

Data of HSL properties in RSS software 

Finish 

Data Analysis 

  

Fig. 6. Flowchart of the Experimental Method 
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(a)                                               (b)                                                (c)  
   

 

Fig. 7. Experimental lighting conditions and robot detections for (a) Lighting condition 1,            
(b) Lighting condition 2, and  (c) Lighting condition 3 

For each lighting condition, the color tuning was done using the SP software of the 
Mirosot RSS vision server according to the percentage of iris opening in the range of 
10% - 90% (interval 10%). Iris opening 0% and 100% were not counted because they 
produce images that are either too dark (0%), or too bright (100%).  

The purpose of color tuning is to produce the perfect robot detection. Finally, the 
data of HSL (Hue, Saturation and Luminance) properties were acquired for the 
purpose of analysis. As the data are in the form of HSL properties range, all properties 
are coded as values of Hmin, Hmax, Smin, Smax, Lmin and Lmax. 

6   Experimental Results and Analysis 

Results of HSL properties from experiments done using three different lighting 
conditions are shown in Table 1. The findings show that the HSL luminance 
properties have a very significant linear relationship (r > 0.9) with lens iris opening as 
shown in Table 2. On the other hand, Hue and Saturation properties exhibit less 
significant relationship to lens iris opening compared to the luminance value, and 
hence were ignored. Figure 8 shows the changes in image luminance relative to level 
(percentage) of lens iris opening. It is clear that percentage of lens iris opening has an 
almost linear relationship with image luminance, especially in the range between 10 
to 50% of iris opening. 

If examined closely, luminance (L) were almost similar when lens iris opening 
were between 10% - 30% for the three different lighting conditions. This means that 
the brightness of the color detected in that range of iris opening has not changed 
much. However, when lens iris opening was 10%, robot detection was not perfect. 
This is because the image was very dark. From the experiments conducted, the robots 
were detected perfectly when the iris opening were between 20% - 30% for all the 
three lighting conditions. 
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Table 1. Experimental data of HSL properties for (a) Lighting condition 1, (b) Lighting 
condition 2, and (c) Lighting condition 3. 

Lighting Condition Lighting Condition 1 (LC1) 
Iris Open (%) 10 20 30 40 50 60 70 80 90 
Hue Min LC1 -106 56 -42 -42 16 23 21 24 24 
Hue Max LC1 0 42 -53 -84 84 70 84 68 66 
Saturation Min LC1 0 0 0 0 3 11 6 10 13 
Saturation Max LC1 54 38 39 43 47 48 53 49 51 
Luminance Min LC1 15 18 23 25 35 40 35 43 44 
Luminance Max LC1 20 26 39 53 64 74 80 84 83 

Lighting Condition Lighting Condition 2 (LC2) 

Hue Min LC2 -106 21 53 42 0 42 0 53 54 
Hue Max LC2 -42 0 42 0 -42 -84 -42 -106 -110 
Saturation Min LC2 6 0 0 0 0 3 0 2 5 
Saturation Max LC2 60 48 36 36 31 38 35 38 38 
Luminance Min LC2 15 18 22 26 30 35 30 41 41 
Luminance Max LC2 20 26 34 43 53 66 79 72 71 

Lighting Condition Lighting Condition 3 (LC3) 

Hue Min LC3 -127 99 10 0 0 0 0 0 0 
Hue Max LC3 0 84 0 -42 -42 -84 -84 -84 -42 
Saturation Min LC3 0 0 0 0 0 0 0 0 0 
Saturation Max LC3 63 48 37 37 42 41 46 47 46 
Luminance Min LC3 14 18 22 25 29 29 32 31 30 
Luminance Max LC3 22 28 41 56 77 82 103 102 102 

Table 2. Pearson Correlation between lens iris opening and HSL properties 

HSL Properties Pearson Correlation Strength  

Lmin avg 0.9721 
Lmax avg 0.9719 

Very Strong 

Smin avg 0.7503 
Smax avg -0.2723 

Moderate 

Hmin avg 0.4609 
Hmax avg -0.5540 

Moderate 
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Perfect robot 
detection 

 

Perfect robot 
detection 

 

 

Perfect robot detection 

 

Fig. 8. Graph shows relation between Luminance and Lens Iris Opening 

7   Conclusion 

In this experimental study, an iris lens opening control approach has been proposed to 
control the difference in image brightness between over and under illuminated 
regions. Although in principle iris lens opening is known to affect image brightness, 
our experiments show that the optimum 20% - 30% lens iris opening has dispelled the 
effects of differences in image brightness between the over and under illuminated 
regions, and produced perfect soccer robot detection capabilities. For the purpose of 
further studies, un-uniform lighting conditions under different lighting intensities and 
design should be conducted to describe the relation between the lens iris opening and 
the lighting environment. In addition, motorized lens iris can also be used to control 
the lens iris opening to facilitate further research. 
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Abstract. Soccer Robotics is the field that combines multiple important 
discipline including artificial intelligence and mobile robotics. The framework 
for the complementary purposes of research and education in multi-agent 
robotics arises for exploration of new technology. Preventive maintenance is 
essential thing to preserve aging of Robot Soccer Mirosot and also to decrease 
the costing to maintain performance of the robot. This paper will be discussing 
a framework classified as model-specific to execute preventive maintenance for 
Robot Soccer as follow the standard of procedure. A plan schedule of 
preventive maintenance established quarterly will be considered the physical 
robot situated in a real environment and it’s reactive, proactive and 
communicative. The primary goal of this framework preventive maintenance it 
will be use as standard of procedure to anyone during handling maintenance of 
Robot Soccer Mirosot. It also to prevent the failure of Robot Soccer before it 
actually occurs. It is designed to preserve and enhance equipment reliability by 
replacing defect components before they actually fail. 

1   Introduction 

Robot Soccer is a multi-agent system that consists of artificial intelligence and mobile 
robotics [1]. In preserve this item is crucial matters must be consider as procedure in 
maintaining theirs performance.The velocity of the robot will be experimented as a 
crucial thing in established the frameworks of the preventive maintenance. A variety 
of mechanical parts like wheel, body, gearing system, rod of roller, bearing, terminal 
ports, PCB board, DC battery and others will through a systematic inspection, 
detection and correction process to determine the failures or damages. The features of 
preventive maintenance will include testing, measurements by specific tools, 
adjustments, and parts replacement performed technical personnel follow a standard 
of procedure. 
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There are three types of preventive maintenance including model-specific, annual 
and three-year inspection and environmental concerns. This paper focusing on model-
specific as a subject to study. A clean robot and well-oiled gearing system will affect 
the velocity of robot to enhance their performance. All the procedure of preventive 
maintenance to lubricate every axis, jointer and the rolling bearing is simple duty but 
essentially to preserve robot from dusty, any corrosion and grime from decreasing 
their performance. Any visible damage will be inspecting especially electronic parts 
because it’s a major part for movement of robot and inspection the components, 
connector cable and terminal ports for any damage or losses. 

There is some issue or problem occurred before executing the preventive 
maintenance to our robot soccer system. The failure of movement during dribbling 
and chase the ball accurately is the main problem. The primary goal to our issue is 
define the solution for this problem in a proper   and long term activities in order to 
preserve the robot condition. The other issue is increasing of the number of defected 
parts caused by collision among the robot itself. The most important issue of the robot 
soccer is to maintain the optimum velocity of the robot during dribbling and chasing 
the ball. Stuck and jam gearing system need to lubricate with lubrication oil to ovoid 
decreeing of the robot velocity.  

Planning of preventive maintenance of the robot soccer is a crucial task.  A 
standard framework for preventive maintenance will be proposed to avoid the 
occurrence of failure of the robot soccer and reduce potential consequences of 
failures. We focusing on developing model specific in order executing a proper 
preventive maintenance. 

2   Literature Review 

Several methods have been proposed in the literature for executing preventive 
maintenance for industrial robotic. Chin-Tai Chen proposed preventive maintenance 
using Markov chain as multi-state as numeric solution to predict the deteriorating 
and probability to damage of system dynamic method [2]. The numerical method 
assumes a prediction of failure and deterioration of robotic system in minimizing 
the costing and preserves the aging of system. Salman T. Al-Mishari and S.M.A 
Suliman proposed the model that used for PM through load sharing concept or 
parallel load based on costing and benefit to the components in avoiding damage 
occurred at auxiliary components [3]. O.Roux, D.Duvivier, G. Quesnal, E.Ramat 
aims to provide a framework to optimization of production and maintenance 
through simulation [4]. The GUI concept come with Nelder-Mead method are the 
main characteristic in optimization of preventive maintenance through simulation 
model. 

ImanNasoohi, Syed Reza Hejazimentioned in their journal that naturally 
maintenance classified into two categories, corrective and preventive [5]. Corrective 
maintenance is performed after system failure. Preventive maintenance is activities 
before systems failure. Preventive maintenance is including inspection and 
replacement. Usually the preventive maintenance effectiveness should be evaluated 
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from different perspectives. Michael Bartholomew-Biggs, Ming J.Zuo, Xiaohu Li 
approach presented here involves a performance function [6]. In practice, 
preventive maintenance is used to lengthen the equipment useful lifetime. This 
paper describes a numerical investigation of velocity to maintain the original 
performance all the time. J.T.Selvik, T.Avenstate in their journal the preventive 
maintenance is introduced to avoid the failure of the system, reduce potential 
consequences of failures, and reduce maintenance costs, also increase reliability and 
safety [7]. 

Mann, Saxena and Knapp describe two approaches have evolved for performing 
preventive maintenance. The traditional approach is based on the use of statistical and 
reliability analysis of equipment failure [8]. Under statistical-reliability (S-R)-based 
preventive maintenance, the robot soccer component will be replace based on statistic 
data collected from component inspection. In this paper we present a model-specific 
for preventive maintenance base on other model found in literature for robot soccer as 
presented in Figure 1.Using this framework we can monitor robot soccer performance 
and also can be an effective tool for detecting component faults. A fault component is 
recognized when certain limit value of robot velocity are acceded after doing the 
inspection. The velocity of the robot soccer can be used for measuring the 
effectiveness of this framework. Once inspections have been done and data are being 
collected, it is necessary to have a reliable mean of interpreting the data to detect 
when fault condition is occurring. 

Table 1. Literature review summary 

# Title Technic Result Comment 
1 Dynamic 

preventive 
maintenance 
strategy for an 
aging and 
determination 
production 
system (2011) 

Propose a dynamic 
preventive 
maintenance by 
using Markov chain 
formula to predict 
aging and detracting 
of production system 

Can estimate the 
current 
probability 
transition matrix 
and the aging 
factor based on 
historical data. 

This method only 
focusing on 
mathematical 
theory base on 
collection of 
historical data. 

2 A framework for 
reliability and 
risk centered 
maintenance 
(2011) 

Reliability centered 
maintenance is an 
analysis method for 
PM 

By using this 
method reliability 
and consequence 
of relevant 
system item are 
assessed to 
identify and 
determine 
suitable 
scheduling PM 
task and interval 

An approach of 
RCM method 
suitable 
implemented in 
industrial 
machinery and 
huge system. 

3 A multi-objective 
approach to 
simultaneous 
determination of 

By using ɛ-constraint 
method to generate 
different pareto-

This model can 
determines 
number of spare 
parts and 

There is no 
framework or 
standard 
procedure 
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spare part 
numbers and 
preventive 
replacement 
times (2011) 

optimal solution can 
solve multi-objective 
model of PM 

replacement of 
defected parts 

provided in this 
paper. 

4 Optimization of 
preventive 
maintenance 
through a 
combined 
maintenance-
production 
simulation model 
(2010) 

Combination of 
timed petri-nets and 
PDEVS model to 
optimize preventive 
maintenance via 
Nelder-Mead 
(Simplex) method 

Optimization of 
PM by using this 
technic can 
decrease failure 
to the system 

This method only 
tested base on 
VLE simulator. 
(Not implemented 
on real 
environment) 

5 Modelling and 
preventive for 
auxiliary 
component 
(2009) 

The concept of load 
sharing to build a 
Markov model  by 
using regression 
analysis to illustrate 
the model 

Useful for design 
of and optimum 
preventive 
maintenance 
model 

This method is 
effective for 
implementing PM 
for auxiliary 
component 

6 Modelling and 
optimizing 
sequential 
imperfect 
preventive 
maintenance 
(2009) 

By using Kajima 
method that combine 
numerical solution 
and statistical 
analysis  to identify 
imperfectly 
scheduling 
preventive 
maintenance 

This method does 
not just reduce 
failure but also 
make equipment 
operate more 
efficiently. 

A complex 
numerical 
equation to 
provide a PM 
schedule and need 
a long term 
periodic analysis 

7 Preventive 
maintenance 
scheduling for 
multi-
cogeneration 
plants with 
production 
constraints (2007) 

This mathematical 
method base on a 
mixed integer 
programming model 
used for cogeneration 
plants to verify 
scheduling 
implemented at 
industrial plants [9] 

Produce an 
efficiently 
scheduling of PM 
at cogeneration 
plants. 

Suitable for 
implementing in 
industrial plant 
and huge system 

8 Statistical-based 
or condition-
based preventive 
maintenance? 
(1995) 

The traditional 
approach based on 
the use of statistical 
and reliability (S-R) 
analysis of 
equipment failure 

This method 
contribute a 
decreasing 
percentage to 
total maintenance 
needs 

S-R-based 
preventive 
maintenance is 
only economical 
where the standard 
deviation of the 
failure population 
is small. 
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From the literature review and our experience, there is no research related to 
executing preventive maintenance to the robot soccer before. The previous preventive 
maintenance tends to used numerical or mathematical solution implemented in 
industrial equipment. There are also researches modeled by using simulation to 
predict the failure of the system. Because of this factor we are motivated to develop a 
framework of preventive maintenance and measuring the effectiveness through 
velocity experimental. We hope this paper will contribute a huge contribution on 
preventive maintenance of robot soccer. 

3   Methodology of Research 

Fig.1 had shown the flow chart of methodology in implement preventive maintenance 
based on standard procedure. The visible check of condition of outlet parts has been 
done to ensure the parts or components in good condition. After that, robots have 
been tested with velocity experimental to measure current performance before 
executing the preventive maintenance. All the obtained data have been recorded in 
schedule of preventive maintenance after reassemble the parts of mechanical body. 
Lastly, velocity of each robot has been tested after preventive maintenance execution 
and all the data obtained have been recorded. All the methodology has been provided 
follow standard procedure created during developing a framework of robot soccer 
preventive maintenance. 

Survey Condition of 
Equipment

Inspect the outlet parts 
of robot

Test and record the 
velocity of the robot 
condition before PM

Disassemble & Check 
the mechanical 

parts/PCB 
Board/Battery/

Connection

Record condition of 
robot parts

Do the PM by routine 

Assemble the 
mechanical parts/P

Board/Battery/
Connection

Test and record th
velocity of the robo
condition before P

Analysis velocity bef
& after PM

CB 

he 
ot 

PM

fore 

 

Fig. 1. Flow chat methodology of research 
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4 Propose Preventive Maintenance Framework 

Preventive maintenance actually contributes a long term benefits to Robot Soccer 
system especially to improved system reliability. The original velocity will be 
contributed of performance of robot during its operational. The essential benefit 
including decrease cost replacement of parts and decrease of system downtime. 
Developing a framework for preventive of robot soccer classified in three categorize: 
Replacements parts, Expertise and Clean and Oiling. The body of robot as model-
specific will be categorizing respectively. There is issue or problem for each 
categorize produced by robot soccer mirosot. The main problem for the replacements 
parts is lack of movement for robot during it’s operational. The velocity of the robot 
is under the optimum level to chase or during dribbling the ball because damage or 
bad condition parts. 

Environmental of robot mirosot also influence performance of velocity of robot. 
The dusty or rusty parts of body robot will decrease performance of robot. All the 
parts need to clean and clear to give the robot in optimum performance and increasing 
their movement and velocity during dribbling and chase the ball. The expertise 
personnel come with technical knowledge also the main issue that must be consider in 
developing the frameworks of preventive maintenance. Executing standard procedure 
of preventive maintenance in good manner and follow the right step will produce a 
great performance for the robot soccer mirosot. 

Fig.2 is the proposed of preventive maintenance procedure for each category based 
on the issue or problem occurred during developing the framework. 

 

Fig. 2. Framework model-specific of Preventive maintenance 
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5 Propose Standards Procedure of Preventive Maintenance 

Standard procedure of preventive maintenance of Robot Soccer model categorized in 
three parts: Mechanical body, electronic board and power source (battery). In Fig.3, a 
general standard preventive maintenance execute for the robot soccer mirosot for 
quarterly schedule. 

 

Fig. 3. General of Procedure Preventive maintenance 

 

Fig. 4. Preventive Maintenance Procedure for Mechanical Body (Gearing System) 

Mechanical parts are a main compartment in robot soccer mirosot that located a 
PCB board, gearing system, rod, battery, jersey for vision system. A balanced body of 
robot will be producing a great performance to the velocity of robot soccer mirosot. 
So, a proper preventive maintenance to the mechanical parts is a vital preservation to 
the robot soccer. The main parts of mechanical body concentrate on gearing system 
because of movement the robot rely on these parts. Fig.4 is standard in executing 
preventive maintenance for gearing system. 

Fig.5 had shown standard procedure for preventive maintenance of PCB board of 
electronic circuit. The value of voltage must be enough to make sure the robot in 
optimum operational. All the corrosion or rusty port terminal must be clean and oiling 
from more bad result. 



 Framework for Measuring Effectiveness of Preventive Maintenance 265 

 

Fig. 5. Preventive Maintenance Procedure for PowerSource (Battery) 

6   Results 

Experimental analysis for the velocity of robot execute in developing framework of 
preventive maintenance. The distance at field of robot soccer mirosot measured and 
duration from first point recorded until the second point. Fig.6 had shown the distance 
for the experimental analysis. 

 

Fig. 6. Distance for measuring the distance for velocity experiment 

1.5 meter 
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The experiment data for quarterly scheduling preventive maintenance use for 
calibrate the velocity of the robot soccer mirosot. Fig.7, Fig.8 and Fig.9 had shown 
comparison before preventive maintenance result before and after executing a 
preventive maintenance. 

Table 2. Result for velocity of the robot 1 (Goalie) before and after preventive maintenance 

1 2 3 4 PM Schedule 
(every 4 
month) 

Before After Before After Before After Before After 

Velocity 0.679 0.711 0.612 0.647 0.503 0.568 0.688 0.698 
Condition of 
Bearing 

Dusty o.k Dusty o.k bad bad changed changed 

Condition of 
Tires 

Dusty o.k bad bad bad bad changed changed 

 

Fig. 7. Comparison between before and after preventive maintenance for robot 1 (Goalie) 

Table 3. Result for velocity of the robot 2 (Sweeper) before and after preventive maintenance 

1 2 3 4 PM Schedule 
(every 4 
month) 

Before After Before After Before After Before After 

Velocity 0.670 0.688 0.620 0.638 0.510 0.545 0.698 0.698 
Condition of 
Bearing 

Dusty o.k Dusty o.k bad bad changed changed 

Condition of 
Tires 

o.k Dusty bad bad bad bad changed changed 
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Fig. 8. Comparison between before and after preventive maintenance for robot 2(Sweeper) 

Table 4. Result for velocity of the robot 3 (Attacker) before and after preventive maintenance 

1 2 3 4 PM Schedule 
(every 4 
month) 

Before After Before After Before After Before After 

Velocity 0.649 0.676 0.524 0.588 0.484 0.54 0.647 0.664 
Condition of 
Bearing 

Dusty o.k Dusty o.k bad bad changed changed 

Condition of 
Tires 

Dusty o.k bad bad bad bad changed changed 

 

Fig. 9. Comparison between before and after preventive maintenance for robot 3 (Attacker) 
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Hypothesis Pair 1: 
 

Ho: Velocity increase after conducting preventive maintenance for robot 1  
Ha: Velocity not increase after conducting preventive maintenance for robot 1 

 

Hypothesis Pair 2: 
 

Ho: Velocity increase after conducting preventive maintenance for robot 2  
Ha: Velocity not increase after conducting preventive maintenance for robot 2 

 

Hypothesis Pair 3: 
 

Ho: Velocity increase after conducting preventive maintenance for robot 3  
Ha: Velocity not increase after conducting preventive maintenance for robot 3 

 

Ho = Null Hypothesis,  Ha = Alternative Hypothesis , μ = mean 

 
We conducted a t-test for paired samples to analyse the significance of everyrobot 

velocity before and after preventive maintenance have done.      
The t-test for paired samples (also referred to as a t-test for correlated groups) is 

used to compare the means of two samples of scores when there is a logical basis for 
connecting each score in one sample with a particular score in the other samples [10]. 
From the result, the significance value for both pair 1 and pair 2 are less than 0.05, 
thus the null hypothesis are rejected. The pair 1 of the t-test indicates that the 
difference between the mean of velocity value of the robot before and after preventive 
maintenance is significant and not coincident with p < 0.05. The result of the pair 2 
and pair 3 also shows that robot velocity value of the robot before and after preventive 
maintenance is significant and not coincident with p < 0.05. 

7 Conclusion 

The effectiveness of a preventive maintenance should be evaluated in long term 
evaluation. The beneficial of preservation from the parts damage must be one primary 
objective in executing the preventive maintenance. The framework for model-specific 
of preventive maintenance should be experimented in long duration to obtain the 
realistic result of effectiveness of the preventive maintenance. Combination of 
preventive maintenance features like replacements part, expertise and oiling and clean 
also generate a good result for effectiveness if preventive maintenance. 

The right solution for the preventive maintenance should be evaluated in different 
perspective. In this paper, we try to choose a model-specific as our goal in developing 
a framework of preventive maintenance. Finally, the framework can be applied to 
robot soccer model in preservation from the damage and decrease of costing. 

8 Future Works 

The framework of preventive maintenance presented in this paper was contributed to 
model-specific of robot soccer application. Other implementation in future research 
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might be continuing with another advance application to improve the system. There 
are also different approach and characteristic to upgrade and enhance the reliability of 
robot soccer usage. Automationprocedure that used now day in industrial might be 
implemented to robot soccer system in executing preventive maintenance. The system 
might be automated if all the characteristic of artificial intelligence implement in 
preventive maintenance works.  

This paper also not consider the another parts of robot soccer system such as 
transmission system, vision system, AI system and etc to execute preventive 
maintenance. In future, all the features might be considered to make robot soccer 
system is a beneficial research to explore a new technology. 
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Abstract. In order for a mobile robot to perform its assigned tasks, it often 
requires a representation of its environment such as knowledge of how to 
navigate in its environment, and a method for determining its position in the 
environment. A major problem in computer vision and machine learning is to 
achieve a good feature as it can largely determine the performance of a vision 
system. A good feature should be informative, invariant to noise or a given set 
of transformations, and fast to compute. Also, in certain settings sparsity of the 
feature response, either across images or within a single image, is desired. Our 
objective of this paper is to obtain optimal features as well as determining the 
optimal class of angle in order to estimate mobile robot orientation single or 
unified images from two camera orientations.  We introduce feature selection 
process before classifying features based on support vector machine classifier. 
We achieve better accuracy rate by only reducing its feature number from 30 
features down to only 17 features on unified images. Furthermore, we also find 
that only 5 classes of robot angles are sufficient to estimate robot orientation 
correctly.  

Keywords: image calibration, robot soccer, Support Vector Machine, feature 
reduction, mobile robot orientation. 

1   Introduction 

Robot soccer is a soccer game which its program consists of calibration skills, 
communication and strategy modules.  Even though, this new developments have 
been conducted and designed on this game program, there are still remain many 
issues still remained unsolved such as getting the positions of camera, optimizing 
colour detection in robot players and etc. Before starting the game, each team needs to 
find the most optimum parameter tunings in image calibration stage. This phase is the 
hardest part because it will reflect the whole performance of the robot players.  
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In image calibration at the first stage of the phase, it is tedious step but it requires 
special attention to avoid from failure in robot strategies. Many research attempted 
various manual or automatic methods to find robot orientation tuning such as Paulraj 
et. al [1,2] using neural network. Neural Networks (NNs) is one of the branches of 
Artificial Intelligence (AI). It is also known as connectionist systems, parallel 
distributed processing (PDP), neural computing, and artificial neural systems. NNs try 
to mimic how a brain and nervous system works. NNs are famous for their inductive 
learning ability, i.e., the ability of learning through experience. The performance of 
Neural-Network (NN)-based classifiers is strongly dependent on the data set used for 
learning. In practice, a data set may contain noisy or redundant data items. Thus, 
feature selection is an important step in building an effective and efficient NN-based 
classifier.  For example, Ackerman and Itti [3] system used a trained feed forward 
neural network to estimate four features from global or coarsely localized image 
spectral information. The results showed that much intuitively navigationally useful 
information could be extracted from such computationally inexpensive analysis [3]. 

The objective of this paper is to determine the optimal features reduction for 
estimating the mobile robot orientation and to determine the optimal class of angle for 
mobile robot. Our proposed method used data set extracted from the previous 
experiment using NNs [1]. 

We organize our paper into five sections. The first and second sections explain on 
introduction and basic state of the art in robot soccer domain subsequently. Then, we 
discuss on our proposed method for optimal features reduction and classes of angle 
for estimating the mobile robot orientation in section three or methodology. 
Pertaining to above, we evaluate our proposed framework with the state of the art 
method in section experimental results and discussion or fourth section. Finally, we 
conclude our findings in section five. 

2   State of the Art 

According to Paulraj et. al [1], robot orientation prediction can also be solved by 
applying local and global features of  single or multiple overhead cameras and neural 
network as the classifier. They adjusted the camera at two orientations such as 90o and 
22.5o. At the same time, they also suggested unified image by superimposing two 
images from two cameras and applying ‘or’ operator. They achieved from 81% to 
91% of accuracy rate when predicting the camera orientation and found that by using 
unified images, the overall performance can be increased. On the other hand, this 
proposed method requires additional cost of hardware and time consuming.  

Another study was conducted by Donald Bailey [2] in order to find the best way to 
determine the accuracy of the mobile robot using typical vision system. The studies 
include relative estimation of the camera position to the robot soccer field by purely 
imaging the field and back projecting the parallax offset of the walls. The geometrical 
features were used are from 4 to 5 features which included local and global features 
from different camera angle. The study has been introduced as the earlier methods to 
determine camera position based on calculation of the robot soccer field. 

In other situation, we study about image analysis using Zernike and Legendre 
polynomials. This technique is defined only inside the unit circle and coordinate 
transformation is required to compute the moments[4]. This coordinate representation 
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does not easily yield translation invariant functions, which are also sought after in 
pattern recognition application [5]. According to Thawar Arif et al [4], three kinds of 
moments (Geometric, Zernike and Legendre) and Nearest Neighbor Classifier are 
used. Various features had been used General features and Domain-specific features.   

In Geometric moments the shape of an object is an important because it represents 
the essential characteristic of an object.  The Zernike moments is used to overcome 
the shortcomings of information redundancy present in the popular geometric 
moments [6].Moments with Legendre polynomials as kernel function, denoted as 
Legendre moment [6].  This moment is achieved by using a combination of 
corresponding invariant of geometric moments. They also used Neighbor classifier to 
relies on a metric or distance function between 4 points. This classifier is used to 
compare the feature vectors and stored in the database ETH-80.   The sample consists 
of 3280 images and resized into 60X60 pixels. The result is to recognize the images 
of 3D objects using Nearest Neighbor classifier based on the Legendre moments is 
higher. Based on previous work, there are still rooms for improving manual or 
automatic camera orientation prediction or calculator. 

3   Methodology 

Prior to above discussions, we propose a revised framework for estimating the mobile 
robot orientation via camera orientation, feature selection, angle classes determination 
and support vector machine as in Fig. 1. It consists of three stages such as image 
capturing, global and local feature analysis and Support Vector Machine classifier.  
We detail out the following subsections. 
 

 
 

 

 
 
 
 

 
 
 
 
 

Fig. 1. The proposed framework of the mobile robot orientation prediction based on global and 
local feature analysis and support vector machine 

A. Image Capturing 

The images are captured at two different orientations such as 90o and 22.5o [7]. Based 
on previous experiments [1], these orientations are selected to obtain better human 
view. Fig. 2 is an example illustration of the camera orientations.  

Single or unified image capturing

Global or/and local feature analysis

Support Vector Machine 

Begin 

End
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Fig. 2. Camera orientations at different angles (a) 90o  and (b) 22.5o [1] 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      

Fig. 3. Images captured from single or unified image camera [1] 

The second camera (22.5 oorientation) point of view is skewed towards the end  
of the field where the camera is facing thus changing the centre of the field. A total 
of 107 images are captured from each camera at different orientation varies from 0° 
to 90°. Four coordinates are captured which are A = (xmin , ymax),  B = (xmax,ymax), C 
= (xmin , ymin),  and D = (xmax,ymin) of  the robots to localize the mobile robot as  
Fig. 3:  
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B. Global and local feature analysis. 

We use the similar features as proposed by Paulraj et. al [1]. The features obtained are 
10 features from camera1, 10 features from camera 2 and 30 features from unified 
image. For camera 1 and 2, the features parameters are as shown below in Table 1: 

Table 1. Feature Extraction Parameters 

No Feature name Feature 
notation 

Number of 
feature before FS 

X1,2  global centroid (Gx,Gy) 2 
X3,4 local centroid (Lx,Ly) 2 
X5 height  H 1 
X6 width W 1 
X7 sum of local columns Localsumcj 1 
X8 sum of local rows Localsumri 1 
X9 area A 1 
X10 perimeter P 1 
 Total features  10 

 
While for unified images, 10 features derived from camera 1, 10 features from 

camera 2 and 10 features derived from superimposed image of camera 1 (C1) and 2 
(C2) for a total of 30 features. 

We use the orientation derived from the output of NNs and divide the output into 9 
classes, 6 classes and 5 classes in order to train the features for classification. This is 
done by increasing the range of data from 10, 15 and 18 respectively. We also 
investigate the significant of with and without feature selection process towards 
Paulraj et. al ‘s feature introduction [1]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 4. Features analysis/selection step by step 

Begin

End

Reduce Features 
using Features 

Selection 

Features selection 

Classify data with C-SVC (SVM) classifier 

Result 

Segregate Output Data into classes 

Without Features 
selection



 Optimal Featur

We apply Classifier Sub
of a set of features introdu
minimal  optimization (SM
search method used is a sim

The following figure sho

C. Classification 

We perform classification 
method namely C-SVC. Th

Let us assume that{X1, .
respective C1, C2 and Unif
where either 5, 6 or 10 clas
decision boundary should c

We optimize  ்ܹ based 
indicate the class sector [10]
the optimized parameter su
logarithmic scaling. The cl
remainder is used for test. T
testing (more than 10 times)

4   Experimental Resu

The results shows increased
classes of angle and feature

Fig. 5. Correctly classified in
Classes based Support Vector 

res and Classes for Estimating Mobile Robot Orientation 

bset Evaluator which uses a classifier to estimate the 'me
uced by Paulraj et. al [1]. In this case, we use sequen
O) [8] to estimate the accuracy of the features whereby 

mple genetic algorithm as described in [9]. 
ows the steps involved in features selection (FS):- 

using Support Vector Machine precisely one versus 
he Support Vector Machine is formulated as below: 
.., Xn} are our data set of feature parameters as Table 1
fied condition, and let ௜ܻ א ሼ1, െ1ሽ be the class label o
sses of angle in the range from 0 until 90o. We concern

classify all points correctly as below: 

௜ܻሺ்ܹ ௜ܺ ൅ ܾሻ ൒ 1,                                               ݅׊

 method SMO method and use Gaussian kernel function
]. The SVM classifier is trained with a set of samples to f

uch as C and ߛ. Prior to that, we normalize our data us
assification performed with 67% training data set and 
The optimized parameter is determined through a series
) regarding to the dataset with and without feature selectio

ults and Discussion 

d in accuracy of correctly classified instances using optim
es suggested by  Platt et. al. [8,11].  

 

nstances in percentage without Feature Selection and Opti
Machine 

275 

erit' 
ntial 

the 

one 

 for 
of Xi 
n on 

 (1) 

n to 
find 
sing 
the 

s of 
on. 

mal 

imal 



276 Z.F. Mohd Zolkifli et al. 

 

Fig. 6. Correctly classified instances in percentage with Feature Selection and Optimal Classes 
based Support Vector Machine 

Table 2. Chosen features after performing features selection for C1 

C1 
9 classes 6 classes 5 classes 

globalcentroidx  
localcentroidx  
LocalCj  
Localri 
 localsumcj  
localsumri  
area  
perimeter 

globalcentroidy  
localcentroidx  
localcentroidy  
LocalCj  
Localri  
localsumri  
area  

globalcentroidx  
globalcentroidy  
localcentroidx  
localcentroidy 
LocalCj  
Localri  
localsumri 
perimeter  

 
From the charts above, there are three types of output from camera 1 (C1), camera 

2 (C2) and unified image (Unified) and these output are tested using feature selection 
and without feature selection. The bar chart represents each output from the 
percentage that we extracted from the correctly classified instances.  

The accuracy increment can be seen as we decrease the number of classes from 9 
classes to 6 and lastly 5 classes. It shows that by using optimal classes of data does 
increase the percentage of accuracy in term of classification. We also compare the 
trend using results that we performed with features selection and followed by without 
features selection. The trend shows increasing of percentage for C1, C2 and Unified. 

Feature selection step is important in determining the essential features for the 
gathered features for a dataset. After applying features selection for C1, C2 and 
Unified, chosen features are obtained as per Table 2, 3 and 4.  
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Table 3. Chosen features after performing feature selection for C2 

C2 
9 classes 6 classes 5 classes 

globalcentroidx  
globalcentroidy  
localcentroidy  
LocalCj  
Localri  
localsumcj  
localsumri  

globalcentroidx  
globalcentroidy  
localcentroidy  
LocalCj  
Localri  
localsumcj  
localsumri  

     area  

globalcentroidx  
localcentroidx  
localcentroidy  
LocalCj  
Localri  
localsumcj  
area 

     perimeter  

Table 4. Chosen features after performing feature selection for Unified 

Unified 
9 classes 6 classes 5 classes 

C1globalcentroidy  
C1localcentroidx  
C1localcentroidy  
C1LocalCj  
C1localsumcj  
C1localsumri  
C1area  
C2globalcentroidx  
C2localcentroidx  
C2localcentroidy  
C2LocalCj  
C2Localri  
C2localsumcj  
C2localsumri 
C2perimeter  
Uglobalcentroidx  
ULocalCj  
ULocalri  
Ulocalsumcj  
Ulocalsumri  
Uarea 

C1globalcentroidx 
C1globalcentroidy 
C1localcentroidy  
C1LocalCj  
C1Localri 
C1localsumcj  
C1localsumri  
C1area 
C1perimeter  
C2globalcentroidx 
C2globalcentroidy 
C2localcentroidx  
C2localcentroidy  
C2LocalCj  
C2Localri  
C2localsumcj 
C2localsumri  
C2area  
C2perimeter  
Ulocalcentroidy 
Uarea  
Uperimeter  

C1LocalCj 
C1Localri 
C1localsumcj 
C1localsumri 
C1area 
C1perimeter 
C2globalcentroidy 
C2LocalCj 
C2Localri 
C2localsumcj 
C2localsumri 
C2perimeter 
Uglobalcentroidx 
Ulocalcentroidx 
ULocalri 
Uarea 
Uperimeter 

 
Another comparison that we make is in term of performance of the classification 

where we measured time taken to build the model. Average time taken to build the 
model is measured with/without features selection and compared by classes. 
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Table 5. Average time taken to build the model with C1 

 9 classes 6 classes 5 classes 
Without 

Features Selection 
0.0822 0.0538 0.0396 

With Features 
Selection 

0.0724 0.0452 0.0392 

Table 6. Average time taken to build the model with C2 

 9 classes 6 classes 5 classes 
Without 

Features Selection 
0.0952 0.0528 0.0386 

With Features 
Selection 

0.0784 0.0502 0.043 

Table 7. Average time taken to build the model with Unified Images 

 9 classes 6 classes 5 classes 
Without 

Features Selection 
0.1348 0.0912 0.0816 

With Features 
Selection 

0.1176 0.0732 0.0538 

 
The value shown on the table 5, 6 and 7 are based on average of 50 experiments. 

The values shown by reducing the classes give a detrimental trend on all three types 
of images. The average time taken to build the model tested with features selection 
also shows reduction on all images. 

5   Conclusions 

Based on our research, we proposed optimal features for estimating mobile robot 
orientation using a feature selection method namely Classifier Subset Evaluator 
through SMO classifier and Genetic search method to evaluate the essential features 
and discarded the rest. This is done by classifying the data set into 9 classes, 6 classes 
and 5 classes. Based on our findings, the optimal features reduction shows increased 
both in term of accuracy and performance. By determining the optimal classes of data, 
we also achieved higher accuracy rate and increased performance in line with the 
optimal features reduction. 

As conclusion we can conclude our findings that optimal features reduction and 
classes of angle for mobile robot orientation plays a part for the successful vision 
system in robot soccer in term of performance time and accurate estimation of mobile 
robot orientation. For future work, it is proposed to use different classifier and 
attribute selection algorithm.  
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Abstract. In this paper, we create a passing, obstacle avoiding and shooting 
strategy for robotic soccer coordination. Based on a predefined-scenario in a 
robotic soccer game, we simulate a mini case study which involves two robots 
and a ball. We modify role, act and behavior method to meet the game 
requirements. About 61% of the testing achieved the shooting of a goal by 
manipulating and redesigning the strategy. The shortest goal shooting time was 
about 5 seconds. We hope to improve this initial strategy in the future. 

Keywords: Multiple robots coordination, obstacle avoidance, shooting strategy. 

1   Introduction 

Robotic soccer is a game similar to a football match. The only one significant 
difference in a robotic soccer game is that the players are not humans but are a group 
of robots. Normally, these robots are miniature wheeled mobile vehicles which can be 
mechanically constructed and easily controlled [1]. Each team consists of several 
players, one of them is the goal keeper. These robots are autonomous and can be 
controlled by computer. A CCD camera is mounted overhead of the field and it is 
connected to the computer whereby all the information is captured in real-time i.e. the 
position of individual (team and opposition) players, the ball and the grid of the 
soccer field. Each team has its own camera and computer and the robots are playing 
independently or without human intervention. A human referee will supervise and 
monitor throughout the game. From another perspective, this mini game can trigger or 
initiate many learning issues. The robotic soccer game involves strategies and 
cooperation between players in order to shoot as many goals as possible into the 
opposition goal and to defend any goal scoring from the opposition players within a 
given time [2]. Normally, the winning team is the team that has scored more goals.  

The robotic soccer team must undergo an intensive learning process about the 
robotic soccer game. At first, they must acquire some low‐level skills that allow them 
to manipulate the ball. Examples of the low-level or the basic skills of the robotic 
soccer game are dribbling and controlling the ball. Their strategies must be robust and 
well-suited according to the opponents’ behaviour. Each robot must be adaptable to 
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the new situations and opponents’ behaviour [3]. Besides, each team player must also 
be able to cooperate in passing and shooting the goal.  

Several studies have been conducted in developing robotic soccer games [2], [4]. 
However in practice some of the robot strategies are impractical because they are less 
dynamic, lack movement and there is a shortage of cooperation strategies based on 
various environments and conditions. Therefore, they shifted to develop new 
strategies using an intelligent agent approach [5]. 

The contribution of this paper is to develop and compare the best two robot 
coordination strategies in robotic soccer. We describe the case as below:  

Step 1: Pass the ball from the first robot to the second robot. 
Step 2: The second robot avoids the obstacle and shoots the ball into the goal.  

This paper is organized as follows. Section 2 explains state of the art. Section 3 
describes the proposed strategies. Experimental results and discussions are shown in 
section 4, and section 5 presents our conclusions. 

 

Fig. 1. The velocity control of the robots’ movements 

2   State of the Art 

In the robotic soccer team, five autonomous robots are used. In this game, humans can 
control and coordinate these autonomous robots. Only one robot is controlled using a 
joystick while the remainders are controlled by a series of strategies [5]. This method 
of controlling will create a human control system which allows the autonomous 
robots to collaborate among themselves. A research on the fuzzy rule decision making 
mechanism has been done on autonomous robots [6]. They claim that this rule-based 
approach is very similar to the MiroSot robots. Unlike the MiroSot robots, their 
approach enables the robot to make decisions and to act autonomously. In other 
words, the decisions are based on local sensor data of the robot instead of global data. 

Another research which concentrates on mobile robot path planning is described 
using the potential field method to speed up the mobile robot planning. This approach 
was still able to track a moving object even though there were moving obstacles in 
surroundings [7]. They kept the potential function in its traditional way, and derived 
an explicit function for controlling the robot speed at a certain stage such as the speed 
of the target (obstacle) and relative positions between the obstacles, the goal and 
between the robots themselves. The speed of the robot function can be determined as 
following (refer to Fig. 1). 
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צ ݒ ൌ צ ൣ൫צ ௧௔௥ݒ צ cosሺߠ௧௔௥ െ ߰ሻ െ ∑ β୧ צ ௢௕௦೔ݒ צ cosᇾ൫ߠ௢௕௦೔ െ ߠ௥௢೔൯ ൅ ଵߦ  צ  ௥௧݌ ൯௡௜ୀଵצ ᇿଶ ൅ צ ௧௔௥ݒ ଶצ sinଶሺ ߠ௧௔௥ െ ത߰ሻ൧భమ   (1) 

Where:  ݒ = velocity of the robots ݒ௢௕௦೔  = velocity of the object ݒtar = velocity for the robots to track the object ߠ௧௔௥ = angle of ݒtar ߠ௥௢೔  = angle of ݌௥௢ ߰  = angle of the relative position from the robot to the target ߦଵ = scaling factor ݌௥௧ = the relative motion between the robot and the target צ ௢௕௦೔ݒ ௢௕௦೔ߠ and צ  are the speed and direction of ith obstacle  

 

Fig. 2. Control architecture in robotic soccer 

Reference [8] examines the realization and visualization of ball passing, and move-
to-ball behavior of a robotic soccer game. This research describes three identical 
mechanical mobile robots with a formation ready to pass a ball cyclically in a zigzag 
pattern. In their work, a control command driven mobile robot motion simulator with a 
controller and dynamics of mobile robots is built. In this simulator, kick motion follows 
a physical law, and a simplified collision check and response model is utilized for the 
efficient detection of the hitting of a robot with the ball or other robots. The realization 
of specific ball passing strategy to drive each soccer robot in a position to receive a pass 
included three levels of organization, coordination, and execution, integrated design of a 
dynamic formation and role change scheme, ball position estimation, and coordinated 
trajectory planning and tracking control.  

The basic control architecture of robotic soccer is shown in Fig. 2 [9]. This 
architecture describes the process of decision-making and action in the game. Each 
process produces behavior based on its own strategy although it may rely on the 
presence and operation of players [10]. 

In addition, defining the behavior of the actual football match into robot soccer 
strategy is not an easy task. It will also include modeling and setting strategy of the 
opponent's behavior. MiroSot system usually uses hard coded sets formally known as 
if-then rule [2], [4], [5]. This approach is adequate to perform simple reasoning. 
However it is a bit troublesome when updating, adding or deleting the rules. 

Role 

Act 

Behavior 

Executions 

Act 

Decide 
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)a(    )b( 

Fig. 3. (a) Position and moving path of R1, R2, RD and R’2, (b) simulation view before the 
competition starts. The actual positions of the robots R1, R2 and R3 and the ball. 

From the previous research, it can be concluded that, robotic soccer presents an 
autonomous control structure. The planning and activities of each robot in the team is 
mostly controlled by the computer systems [9]. The robots must able to think fast and 
make decisions in a few milliseconds. In this research, the main objective is to test the 
results of passing and shooting strategies in robotic soccer, a case which is shown in 
Fig. 3(a) and 3(b). 

3   The Proposed Strategy 

Normally, the robotic soccer game is equipped with a camera mounting overhead and a 
personal computer for each team at the side of the field. The camera captures the 
information of all objects on the field such as robots, the ball and the field lines. The 
personal computer which embeds the image processing module, will also act as the 
controller. It reads the image data, analyzes them and detects the position of each object 
on the field. We apply Visual C++ programming to create strategies for each player. 

The mission is to coordinate a passing and shooting strategy. There are three robots 
namely R1, R2 and RD. R1 and R2 are the team players while RD is the opponent 
robot. R1 passes the ball to R2 but R2 must avoid the obstacle, called RD in advance. 
Then, R2 shoots the ball into the goal. Fig. 3(b) shows the simulation view of the 
actual positions of the R1, R2, RD robots, and the ball. The R1 and R2 robots are 
placed in parallel. The opponent robot, RD is located in front of R2. RD acts as an 
obstacle in this game.  

We employ a similar strategy to [11] and organize them into four levels. Firstly, 
the role level of the control architecture is related to the who issue. We choose a role 
and area of maneuver in the playground for each robot such as defender, midfielder, 
attacker, and goalkeeper. Secondly, in the act level that associates with the what 
issue, we select appropriate actions for each robot pertaining to the objective role. 
Some examples of actions are dribbling, passing, shooting, and blocking. Thirdly, in 
the behavior level, we simulate the how issue. This refers to the prior condition 
checking for each robot. For example, the robot moves left or right upon knowing the 
current scenario such as the obstacle existence. Fourthly, in the execution level, we 
correlate with the when issue. Prior to the above, we estimate the precise time and 
motion for each robot. This level involves the hardware control such as the robot 
motor for each movement type. 
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Fig. 4. The proposed passing strategy flowchart 

Pertaining to above structure, we construct two algorithms for passing and 
shooting. Both of these algorithms execute simultaneously. We describe the proposed 
passing algorithm (Fig. 4) as below. 

 
Algorithm 1. The proposed passing algorithm 
Input: Current positions of all robots and the ball. 
Output: Robot velocity.   
Step 1: We assume each robot position as ሺݔோ௡, ݊ ோ௡ሻ where R is the robot andݕ ൌሼ0 … 2ሽ, the ball as ܾ, and the target position as ሺݔ௧,  ௧ሻ. We calculate the distancesݕ
of the ball to the target, based on each x and y coordinate as the following. ሺ݀ݔ௧௕, ௧௕ሻݕ݀   ൌ ሺݔ௧ െ , ௕ݔ ௧ݕ െ  ௕ ሻ                                         (2)ݕ

Step 2: We calculate distance,  from the robot to the ball as the following. ሺ݀ݔோ௡ ௕, ோ௡ ௕ሻݕ݀   ൌ ሺݔோ௡ െ , ௕ݔ ோ௡ݕ െ  ௕ ሻ                         (3)ݕ

Step 3: We estimate the rotation angle of the ball to the target, ߙ and the rotation 
angle of the robot to the ball, ߚ as below. 

ߙ  ൌ 180 ൗ ߨ כ ,௧௕ݔଶሺ݀݊ܽݐܽ  ߚ  ௧௕ሻ                                      (4)ݕ݀   ൌ 180 ൗ ߨ כ ,ோ௡ ௕ݔଶሺ݀݊ܽݐܽ   ோ௡ ௕ሻ                                          (5)ݕ݀  

We calculate the desired shooting angle, ߠ௕௧ of the ball to the target point.   ߠ௕௧ ൌ 2 כ ሺߙ െ  ሻ                                         (6)ߚ 

Step 4: We calculate the angle error as the following.    ߠ௘ ൌ ௕௧ߠ െ  ோ௡                                  (7)ߠ

where ߠ௥௡ = the robot rotation. 
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Step 5: We set the kinematic value or propotional gain, Κ based on ߠ௘ . 
Step 6: We calculate the velocity of the robot to move left, ݈ݒோ௡ or right, ݎݒோ௡ as 
below.    ݈ݒோ௡ ൌ ܿݒ െ Κ ൈ  ௘                                                 (8)ߠ

ோ௡ݎݒ   ൌ ܿݒ െ Κ ൈ  ௘                                                    (9)ߠ

     where ܿݒ = velocity control of the robot heading direction. 
Step 7: End. 
 
In addition, the proposed passing flow chart is depicted as shown in Fig. 4. After 

R1 has passed the ball to R2 using the above passing strategy, we construct another 
strategy for moving with obstacle avoidance and shooting the ball. Based on the 
current positions of the robot, obstacle and the target ball (Fig. 5), we predict the 
robot velocity and directions to the target position. Let us say, if the opponent robot 
(obstacle ሺݔ௢, ,ோ௡ݔ௢ሻ) exists in between the current ሺݕ ,ோ௡ݔோ௡ሻ, the desired ሺුݕ  ,ோ௡ሻݕු
and the target positions  ሺݔӖோ௡, ധோ௡ሻݕ , the robot must avoid the obstacle if the 
perpendicular distance to the line, l of the obstacle, d is less than radius, ro. The 
algorithm (Fig. 6) for shooting with or without obstacle avoidance is explained as 
algorithm 2 [12].  

 

Fig. 5. The illustration of the position for each robot, obstacle and target ball 

 Algorithm 2. The proposed moving with obstacle avoidance and shooting 
algorithm 

 Input: Current position of all the robots and the ball, and the subsequent position 
of the robots. 
Output: Robot velocity.  

 Step 1: We assume D as the distance of the robot to the obstacle, l is the length of 
the robot positionሺݔோ௡,  is the angle  ߠ݂݂݅݀  ,௢ሻݕ,௢ݔ) ,ோ௡ሻ, to the obstacle positionݕ
difference between the robots to the obstacle and ߠௗ  is the angle of the robots. We 
calculate the distance of the robots to the obstacle as the following equation: ܦ ൌ ඥሺݔ௢ െ ݔோ௡ሻଶ ൅  ሺ ݕோ௡ െ ݈ ௢ሻଶ                                            (10)ݕ  ൌ ௢ݔሺݏܾ݂ܽ െ ோ௡ሻݔ ൈ sinሺߠௗ ሻ ൅ ሺݕோ௡ െ ௢ሻݕ  ൈ cos ሺߠௗ ሻሻ                (11) 

 



286 A.H. Pratomo et al. 

ோ௡ ൌߠ atan ሺݕ௢ െ ,ோ௡ݕ ௢ݔ െ ݔோ௡ሻ                                      (12) 

   diffߠ  ൌ ௗ  െߠ   ோ௡                                                          (13)ߠ 

 Step 2: We predict the subsequent action based on the condition of obstacle and 
target point, where δ is a safety margin for collision avoidance and ro is the radius 
of the obstacle. 

݊݋݅ݐܿܽ ൌ     ቐ ܦሺ          ݂݅   ࢊ࢏࢕࢜ࢇ ࢊ࢔ࢇ ࢋ࢜࢕࢓ ൏ ௢ݎ  ൅ ߠሺ݂݂݀݅ ݏܾ݂ܽ ݀݊ܽ ሻߜ ൏  గଶሻ ࢖ࢋ࢚ࡿ ࢕࢚ ࢕ࢍ ࢊ࢔ࢇ ࢋ࢜࢕࢓ ૟ ݁ݏ݈݁               (14) 

 Step 3: If the action prediction is ‘move and avoid’, we calculate the distance from 
the center of gravity of the obstacle to the line, l as the following. ݀ ൌ ௔௫೚ ା ௕௬೚ା ௖ඥ௔మା ௕మ                                                                 (15) 

 Step 4: We calculate the radius of the robot and the relative position  ݎ௩  to the 
obstacle, where ݎோ௡  is the radius of the robot, using the following equation. ݎ௩ ൌ ோ௡ݎ ൅  ௢                          (16)ݎ 

 Step 5: We estimate the desired position of the robot, ሺුݔோ௡,  ோ௡ሻ  and the bearingݕු
or the orientation of the robot ܤோ௡ as below. 

ோ௡ܤ ൌ ቐ ࢋ࢙࢏࢝ ࢑ࢉ࢕࢒࡯       ݂݅  ሺ݀ ൑ 0ሻ ݁ݏ݈݁   ࢋ࢙࢏࢝ ࢑ࢉ࢕࢒ࢉ ࢘ࢋ࢚࢔࢛࢕࡯ ሺ݀ ൐ 0ሻ                                                   (17) 

ோ௡ݔු ൌ  ௗ| ௗ| ோ௡ݕ   ൅ ௩ଶݎோ௡ ሺݔ െ ோ௡ଶݔ  െ ݕோ௡ଶሻ                                          18) ුݕோ௡ ൌ  ௗ| ௗ| ோ௡ݔ   ൅ ௩ଶݎோ௡ ሺݕ െ ݔோ௡ଶ െ  ோ௡ଶሻ                                       (19)ݕ 

 Step 6: We compute the direction of the robot behind the ball for moving towards 
a shooting position facing the goal.  ݔӖோ௡ ൌ ோ೙௕ݔ݀ ௕ െݔ  ൈ cos ሺߠ௕௧ሻ                                                   (20) ݕധோ௡ ൌ ௕ െݕ ோ೙௕ݕ݀  ൈ sin ሺߠ௕௧ሻ                                                  (21) 

Step 7: We use algorithm 1 to calculate the velocity of the robots.  
Step 8: End. 
 

The proposed shooting with obstacle avoidance flowchart is illustrated as shown in 
Fig. 6. Based on algorithm 1, R1 passes the ball to the shooting area when it’s ݔோଵcoordinate reaches or equals to 45 as shown in Fig. 7(a). We assume that R1 has 
passed the ball to the target ሺݔ௧, ௧ሻݕ  position. Pertaining to algorithm 2, R2 
simultaneously moves and stops until its ݕோଶ coordinate reaches above 20 or the ݔோଶ 
coordinate is in the position between 50 and 60. R2 always keeps detecting the gap 
variance between itself and the ball while moving and avoiding the obstacle, RD. If 
the distance between the ball and robot R2 is less than 45, R2 will shoot the ball into 
the goal as shown in Fig. 7(b). 
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Fig. 6. The proposed shooting with obstacle avoidance flowchart 

  

)a( )b( 

Fig. 7. (a) R2 avoids RD by turning to left side while moving to R’2, (b) R2 shoots the ball into 
the goal successfully. 

On the other hand, we also improve other multiple functions such as ball 
prediction, velocity, angle, positioning, kicking, waiting, and obstacle avoiding in 
order to achieve precise passing between robots and accurate shooting. 
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Table 1. The details for each task: T1, T2, T3 and T4 that have been marked in Fig. 3 

Task Process 
T1 R1 passes the ball to the R2 
T2 R2 moves towards the ball and avoids the obstacle 
T3 R2 shoots the ball to the goal 
T4 The ball when entering the goal or otherwise 

4   Result and Discussion 

From the case, four tasks had been outlined and each task was given between 1 and 5 
scores. Each task is represented as T1, T2, T3 and T4 as shown in Table 1. We tested 5 
strategies with 50 times of test runs for each strategy. In Table 2, we can see all 
strategies achieved to execute T1 which is passing the ball from R1 to R2. However the 
task T2 is decreased compared to T1 because only several strategies could handle the 
obstacle avoidance as the proposed strategy. They could only manage to avoid the 
obstacle but they did not handle the speed and distance variances between the robot 
R2 and the target position. We can also observe that T2 is highly correlated to the 
achievement in T3 and T4. Furthermore, the probability of shooting the ball into the 
goal at an accurate position can also be reduced if the obstacle avoidance strategy is 
improper or incomplete. The best strategy is number 2 in which can make 37 goals. 
Furthermore strategy 5 produced 20 goals and 17 own goals. 

On the other hand, estimating the precise execution time for each task is vital and 
critical. If each robot can predict all the possible tasks from the team or opponent 
players, and the ball, then they can compute the consequences or the subsequent 
actions to be handled. Based on this result, we also observed the execution time of 
each successful goal. Therefore, the avoidance strategy must also cover the cost and 
effect of each player’s action.   

Table 2. Result of strategy testing 

Strategy No. Goal Own Goal 
1 6 1 
2 34 2 
3 28 0 
4 22 8 
5 20 17 

5   Conclusion 

The robotic soccer strategy involves creating algorithms for passing and shooting the 
ball into the goal for that particular simulator. The aim is to improve the stability and 
velocity of the robot’s behavior to kick the ball into the goal. Hence, using the 
experience gained in the game, the erroneous aspects which occurred in the previous 
algorithm was improved upon and understood as well. This strategy algorithm clearly 
distinguishes the different types of functions that have been executed and the effect of 



 Multiple Robots Coordination and Shooting Strategy in Robotic Soccer Game 289 

it. In order to achieve this aim, the respective positions need to be set up. This will 
enable the robot to ensure the success of passing and shooting.  

In addition to the position, the timing between two robots needs to be synchronized 
[12]. The purpose of the synchronization is to make sure the robot passes the ball at 
the shooting area and at the same time, another robot will move with obstacle 
avoidance and then shoot the ball from the shooting area into the goal. From the test 
results, it is concluded that the positions of the robots have a high influence on the 
results.  
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