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In this paper, a new scheme is proposed to design a biometric personal recognition system. First, this
paper used the thermal image of the hand by using infrared camera to build the sensor module of the
recognition system; the extraction features include the length of palmar midpoint to each finger, palmar
profile, finger length and finger width. The thermal image presented in this paper was detects infrared
energy and converts it into an electronic signal. Then a new recognition method based on the extension
is proposed to perform the core of the personal recognition system. The experimental results confirmed
that proposed recognition system has a very high recognition rates, therefore, this paper verification
using thermal image of the hand to identity recognition was feasible.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

The biometric authentication technology is a new method for
recognizing the identity of a person based on an already estab-
lished database of physiological or behavioral characteristics (Su,
2008; Teng, Wu, Yu, & Liu, 2005; Zhang, 2000). These physiological
characteristics are unique, invariant, carry-on and permanent
(Chang, Tsai, & Yu, 2008; Horio & Yamakawa, 2007), cannot be imi-
tated and are carried with the individual without remembering.
Furthermore, each kind of biometric identification technique has
a relevant reference literature, such as the fingerprints (Jain, Hong,
Pankanti, & Bolle, 1997), hand shapes (Reillo, Avila, & Marcos,
2000), palm prints (Savic & Pavesic, 2007; Zhang, Kong, You, &
Wong, 2003), facial characteristics (Karungaru, Fukumi, &
Akamatsu, 2007) and iris. The recognition system based on physi-
ological characteristics has high accuracy. The development of bio-
metric authentication technology can solve the problems of the
traditional security method, and presently, this technique has the
trend of replacing the traditional verification method. Most bio-
metric authentication technologies aim at the hand characteristics,
due to the diversified characteristics of palms. When capturing the
hand images, the surrounding environment and lighting can affect
the quality of hand images, causing wrong identifications when
poor images have been acquired. The earlier hand identification
systems employed CCD cameras and have the following disadvan-
tages: (1) CCD only produces images in the daytime and cannot be
used in the dark. A lighting device must be installed to solve this
problem; (2) when the traditional CCD identifies the hand shape
ll rights reserved.
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characteristics, errors may occur and identification rate may be
lowered due to different lengths of fingernails, dirt or wound dur-
ing feature extraction.

Thermal images can be used to improve the above CCD hand
identification system: (1) without the problem of light interference,
photographs can be taken under inadequate lighting; (2) thermal
images can detect the radiation heat emanated from human bodies;
hence, it is not affected by different lengths of fingernails, dirt or
wounds, and does not lead to errors and lower the identification
rate; (3) the thermal imaging is a non-contact and noninvasive im-
age capture method that can avoid causing any uncomfortable feel-
ings of users. Therefore, this paper presents the thermal imaging
method to capture hand characteristics, where the hand shapes
are regarded as the characteristics for the identification without
the effect of lighting or the ambient environment, and the extension
method is used to recognize individual hands.

2. The proposed recognition system

2.1. The structure of the thermal image system

The structure of the proposed palmar recognition system is
shown in Fig. 1. The hand recognition is performed on thermal im-
age of the palmar surface acquired by an infrared thermal imaging
camera. Thermal imaging detects the infrared wave signals of radi-
ation. (See Fig. 2).

2.2. The acquired method of the palmar thermal images

The first step of the palmar recognition must acquire the inter-
ested zone or plamar shape of a thermal image. It is necessary to
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Fig. 1. The structure of the proposed palmar recognition system heat of the
objects using the photoelectric infrared thermal imaging camera and transforms
points into images (Wang, Leedham, & Cho, 2008), based on this, the temperature
of detected objects can be known. In this study, a suitable shooting device was
designed, as shown in Fig. 2. The device is consisted of aluminum alloy and
features light weight and greater specific heat. The aluminum alloy temperate
does not vary due to hand touch, so the aluminum alloy temperature is lower
than the temperature of hand. Since the thermal imaging analyzers do not detect
it, the aluminum alloy part is captured by the thermal imaging system. Then a
preprocessing module is used for enhancing the geometric image of palmar
surface, and a feature extraction module is used to compute the geometric
parameters based on the processed image. The matching module compares the
input’s model with the stored typical models in the database to generate the
relational degrees, a new recognition method based on the extension theory will
be proposed in this paper. The final recognition results can be taken by the
decision module according relational degrees.

Fig. 2. The acquired device of the thermal image of palmar surface.

Fig. 3. Using Otsu’s method to separate palm from background.
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separate the palm on the thermal image from the background,
where the background, noise and words of the thermal image are
expressed by the gray value 0 (black). In this paper, using Otsu’s
method (Otsu, 1979) involves iterating through all the possible
threshold values and calculating a measure of spread for the gray
level threshold values. This technique applies the principle of sta-
tistics method for identification and analysis to obtain the optimal
gray level threshold. Assuming the range of the image grey level
value is [1,R], the number of pixel points of the grey level value
is i where i 2 [1,R], the accumulated number of points of each grey
level is n1,n2, . . . ,nR, the total number of points is T, and the prob-
ability distribution of the grey level I is expressed by Eq. (1).

Pi ¼
ni

T
; Pi P 0;

XR

i¼R

Pi ¼ 1 ð1Þ

The threshold value t is used to divide the image pixel into two clus-
ters, Ca and Cb. Ca denotes the pixel cluster of the gray level range
[1, t]; Cb denotes the pixel cluster of the gray level range [t + 1,R].
The probability distribution of the two clusters is Wa and Wb,
respectively, and the average values of the two clusters are la and
lb, then:

Wa ¼
Xt

i¼1

Pi ¼WðtÞ ð2Þ

Wb ¼
XR

i¼tþ1

Pi ¼ 1�WðtÞ ð3Þ

la ¼
Xt

i¼1

iPi

Wa
¼ lðtÞ

WðtÞ ð4Þ

ub ¼
XR

i¼tþ1

iPi

Wb
¼ uT � uðtÞ

1�WðtÞ ð5Þ

The variances of these two clusters are r and r, the total variance is
r, then:

r2
a ¼

Xt

i¼1

ði� uaÞ2
pi

wa
ð6Þ

r2
b ¼

XR

i¼tþ1

ði� ubÞ2
pi

wb
ð7Þ

r2
wðtÞ ¼ war2

aðtÞ þwbr2
bðtÞ ð8Þ

If the t value with a minimum total variance r can be found, t is
the optimal grey level threshold value. If the grey level of the image
pixel is greater than the t value, the grey level is not changed; if it is
smaller than the t value, it is set as 0. By using Eq. (9), the grey level
is reassigned back to the image to separate the hand from the back-
ground and image brand. Fig. 3 shows the difference between the
original image and the image treated by Otsu.

Gray ði; jÞ ¼
0 if Gray ði; jÞ < t

Gray ði; jÞ if Gray ði; jÞP t

�
ð9Þ
2.3. Detecting palmar edge

Before capturing the palmar shape characteristics, the action of
detecting the palmar edge must be made. The coordinates of pal-
mar edge location can be found through Fig. 3. The edge can be de-
tected by scanning the pixel points, where the scanning is divided
into two stages. At stage 1, the images are scanned vertically from
top to bottom, and the pixel points move from the left to the right.
If the left and right adjacent gray values of the pixel points are all
greater than 0, the location of the pixel coordinates are memorized
and expressed by white points. However, some places are missed
in detection. Hence, at stage 2, the images are scanned from the left
to the right in the horizontal direction, and the pixel points move



Fig. 4. Coordinates of valley points and peak points.

Fig. 5. Distance between contour and point c.

Fig. 6. Distribution condition of the distance between palmar contour coordinates
and point c.

Fig. 7. Additional valley points.

Fig. 8. Feature of palm distance distribution.
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from top to bottom. If the upper and adjacent gray values of the
pixel points are all greater than 0, the location of the pixel coordi-
nates are also memorized. After the scanning action of the two
stages, the palm edge coordinates can be detected thoroughly.

The palm edge coordinates contain the valley points and peak
points of fingers; in Fig. 4, the points corresponding to solid lines
are the coordinates of peak points, and the points corresponding
to white dotted lines are the coordinates of valley points. In this
paper, the valley and peak points are defined by calculating the
Euclidean Distance between some point i in the coordinate set Sb

of the palm edge and the starting point of the palm contour S1,
as shown in Fig. 5. Eq. (10) is used to calculate the Euclidean Dis-
tance, where Di is the distance value between each coordinate
and the starting point c. The i represents the sequence of coordi-
nate contour; Xi and Yi are the coordinate values of each coordinate
contour; and Xc and Yc are the coordinate values of the starting
point.

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXi � XcÞ2 þ ðYi � YcÞ2

q
; i 2 Sb ð10Þ

In the clockwise direction, the palm contour coordinates Sb

starts from the starting point c and returns to the starting point
c. Eq. (10) is used to calculate the distribution of distance between
c and each coordinate on the palmer contour, as shown in Fig. 6.

The distance distribution in Fig. 6 illustrates the five filled cir-
cles of peak points and the four slash circles of valley points, where
the indicated coordinates are exactly the peak and valley points in
Fig. 4. In this paper, another three valley points must be found to
extract the features of the length and width of five fingers. In
Fig. 7, white solid lines represent the left valley points of the thumb
and the index finger, and the right valley point of the little figure.
The point-increase method is to utilize the distance between the
coordinates of a known valley point and a known peak point to find
the coordinate point with the same distance on the opposite side.
As shown in Fig. 9, after calculating the distance between the
known coordinates of P and V points, the N point coordinate can
be found by adding the P � V distance from P point on the opposite
side of V point, where N point is a new valley point. This method
can help to find all three new valley points.

2.4. Feature extraction method

For the feature extraction of palmar shapes, there are a total of
34 features, which become fixed features after reaching a certain
age of the peoples, hence, they can be used as recognition features.
The proposed features in this paper are summarized in Table 1. The
palmar contour size of each person is different; therefore, the num-
ber of palmar edge pixel points can be regarded as the identifica-
tion feature after calculation, as well as the palmar contour after
excluding the fingers (Otsu, 1979). The next step is to find the grav-
ity point of palm images, where the distance from that point to the
palm contour and the distances from that point to the fingers, are



Table 1
Palm shape feature.

C1 Hand contour C18 1/3 width of index
finger

C2 Palm contour C19 2/3 width of index
finger

C3 Horizontal distance of gravity C20 Contour of middle
finger

C4 Vertical distance of gravity C21 Length of middle finger
C5 Distance between gravity and thumb C22 Width of middle finger
C6 Distance between gravity and index

finger
C23 1/3 width of middle

finger
C7 Distance between gravity and middle

finger
C24 2/3 width of middle

finger
C8 Distance between gravity and third

finger
C25 Contour of third finger

C9 Distance between gravity and little
finger

C26 Length of third finger

C10 Contour of thumb C27 Width of third finger
C11 Thumb length C28 1/3 of width of third

finger
C12 Thumb width C29 2/3 of width of third

finger
C13 1/3 width of thumb C30 Contour of little finger
C14 2/3 width of thumb C31 Length of little finger
C15 Contour of index finger C32 Width of little finger
C16 Length of index finger C33 1/3 of width of little

finger
C17 Width of index finger C34 2/3 width of little

finger

Fig. 10. Finger width feature.

Fig. 11. Finger size feature.

Fig. 9. Finger length feature.
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being used as identification features. The gravity point coordinate
can be determined by Eq. (11) where the Cx and Cy is the center
coordinates of the image, H is the Heaviside step function and is
only equal to 1 when u > 0, otherwise, it is 0. The denominator rep-
resents the number of total pixel points within the palm contour,
and the numerator represents the summation of x and y coordi-
nates within the palm contour. After averaging, the gravity coordi-
nate can be determined and is shown as white solid line circles in
Fig. 8.

Cx ¼
P

x

P
yx � HðuÞP

x

P
yHðuÞ ; Cy ¼

P
x

P
yy � HðuÞP

x

P
yHðuÞ ð11Þ

After the gravity coordinate is determined, the distribution
features of palm gravity distances can be extracted, including the
distance between the gravity coordinate and valley points of each
fingers and the distance between the gravity coordinate and the
midpoints of valley points, and the horizontal and vertical dis-
tances between the gravity coordinate and palm contour, as shown
in Fig. 8. The finger length extraction method is to calculate the
midpoint coordinate between points A and B, and the distance
between the midpoint and the H point is the length of the finger,
as shown in Fig. 9. Normally, people have five fingers, so there
are five length features.
In addition, three widths of each finger are extracted and re-
garded as features. As shown in Fig. 10, the distance between U
and V points is the first width of the index finger; the 2/3 distances
between P and U points, and P and V points are coordinately la-
beled as points X and Y, the distance between them is the second
width; the 1/3 distances between P and U points, and P and V
points are labeled as points L and R of which the distance is the
third width of the index finger. There are a total of 15 width fea-
tures. The finger length and width features are not enough to rep-
resent the physiological features of a person and cannot determine
the uniqueness of each individual. Only using these two features
may result in incorrect identifications. The identification features
which can represent the identity of a person should be increased
and enhanced. This study extracted the finger sizes and regarded
them as identification features. When determining the finger sizes,
the contour coordinates of each finger should be found, and then
the valley points and peak point of each finger can be connected,
as shown in Fig. 11. At this time, each finger can form its own inde-
pendent closed curve. Meanwhile, the number of white pixel
points is the feature of the finger size.

3. The proposed pattern recognition method

At the recognition stage the inputting patterns are compared
with the patterns stored in the system database. Learning from a
set of training pattern is an important feature of most pattern rec-
ognition systems. The neural networks are usually used for pattern
recognition, the advantage of a neural network over other classifi-
ers is that it can acquire experience from the training data, but the
training data must be sufficient and compatible to ensure proper
training, its convergence of learning is influenced by the network
topology and values of learning parameters. To overcome the lim-
itations of the MNN mentioned, a new pattern recognition method,
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based on the extension theory, is presented for palmer recognition
in this paper.

3.1. Outline of extension theory

Extension theory is a new kind of knowledge system based on
the concepts of matter-elements and extension sets. It was first
proposed by Cai to solve contradictions and incompatibility prob-
lems in 1983 (Kumar, Wong, Shen, & Jain, 2006). Extension theory
(Wang, 2005, 2006) consists of two parts, matter-element model
and extended set theory. With the combination of extension theory
and management science, cybernetics, information science and
computer science, extension-engineering methods have been ap-
plied to some engineering fields such as economic engineering,
management engineering, decision processes and process control
(Styvaktakis, 2007; Wang, 2003).

3.2. The proposed recognition algorithm

In this paper, the proposed recognition method is based on the
extension theory; it is The first step is to formulate matter-element
models of hand types, and then hand types of tested hand can di-
rectly be identified by the degree of extended correlation function.
The proposed recognition algorithm is described as follows:

Step 1: Formulating the matter-element of every typical palmar
type as follows:
Ri ¼ ðHi;Ci;ViÞ ¼

Hi; ci; hai1; bi1i
..
. ..

.

c34 hai34; bi34i

8>><
>>:

9>>=
>>;

for i ¼ 1;2; . . . ; P

ð12Þ
where
Hi: the ith hand pattern P: the number of the palmar patterns cj:
the cj: the jth feature.
aij: the low-bounds value of classical domains in the jth feature
for ith palmar pattern.
bij: the up-bounds value of classical domains in the jth feature
for ith palmar pattern.The ranges of classical domains V = ha,bi
of every feature can be directly obtained from the low-bounds
and up-bounds of training patterns, or determined from previ-
ous experience.

Step 2: Input a palmar pattern of tested person; and formulating
the matter-element of this tested pattern as follows:
Rt ¼ ðHt;Ct;VtÞ ¼

Ht; c1 v t1

..

. ..
.

c34 v t34

8>><
>>:

9>>=
>>;

ð13Þ
where vt1,vt2, . . . ,vt34 are the values of tested pattern.
Step 3: Calculating the degrees of correlation of the tested pat-
tern with the characteristic of the typical patterns by the pro-
posed extended correlation function as follows:
Kijðv tjÞ ¼
�2qðvtj ;VijÞ
jbij�aij j

; if v tj 2 V
qðvtj ;VijÞ

qðv tj ;V̂ ijÞ�qðvtj ;VijÞ
; if v tj R Vij

8<
:

9=
;;

i ¼ 1;2; . . . ; P; j ¼ 1;2; . . . ;34 ð14Þ
where
Fig. 12. The proposed extended correlation function.
Vij ¼ haij; biji ð15Þ

V̂ ij ¼ hfij; giji ð16Þ
The neighborhood domain V̂ ¼ hf ; gi of classical domains, the possi-
ble range values of every characteristic can be determined. They are
set as f = 0.95 � a and g = 1.05 � b in this paper. The proposed ex-
tended correlation function can be shown as Fig. 12, where
0 5 K(v) 5 1 corresponds to the normal fuzzy set. It describes the
degree to which v belong to V. When K(v) < 0, it indicates the degree
to which v does not belong to V, which is not defined in the fuzzy
theory and is a main advantage of the extension theory.

Step 4: Setting the weights of every degree of correlation,
w1,w2, . . . ,w34, depending on the importance of every feature
in the recognition process. In this paper, all weights are set at
1/34.
Step 5: Calculating the indexes of correlation for every palmar
type as Eq. (17). Generally, the high correlation index implies
that the tested palmar pattern has the high probable to belong
to this palmar type.
bi ¼
X34

j¼1

wjKij; i ¼ 1;2; . . . ;p ð17Þ

Step 6: Ranking all correlation indexes to find the maximum cor-
relation index as following:

bmax ¼max
16i6p
fbig ð18Þ

Step 7: The recognition rule is shown as follows:
If (bmax = bk) AND (bk = d) THEN (the tested palmar pattern
belong to kth palmar type) where d is the optimal threshold
value, it set to 0.474 in this paper, the optimal threshold value
can be calculated when the False Rejection Rate (FRR) equals
False Acceptance Rate (FAR), the detail can be shown in
Fig. 13. Assuming the false rejected sample is Nr, the false
accepted sample is Na, and the total testing sample is Nt, the
FRR and FAR can be circulated by Eqs. (19) and (20).

FRR ¼ Nr

Nt
ð19Þ

FAR ¼ Na

Nt
ð20Þ

Step 8: Going back to step 2 for the next tested hand when
the recognition of one has been completed, until all have been
done.

The main advantage of the proposed method is that it can pro-
vide more detailed information about matched probability of the
tested palmar pattern with stored patterns by indexes of correla-
tion. Moreover, the proposed method does not need to spend
learning time or to tune weights, and a simple software package
can easily implement it for portable tools.
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Fig. 13. The found method of optimal threshold value.

Table 2
Recognition performances of different methods.

Recognition methods Learning
times

Learning
accuracy (%)

Testing
accuracy (%)

Proposed method 0 93 92
K-means clustering 0 70 68
Neural network(34-33-30) 1000 91 88
Neural network(34-34-30) 1000 93 90
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4. Experimental results

The tested samples were 300 images with 30 persons, and 10
images each. The optimal element model or neural weight value
of neural networks was found through data training. The training
characteristics of the four recognition algorithms are summarized
in the Table 2. The accuracy of traditional recognition method
was compared with the proposed method. As seen, the proposed
method has the best recognition effect where the learning accuracy
and testing accuracy. The proposed method in both the learning
and testing accuracy has a significantly higher diagnosis accuracy
of 93% and 92%, respectively, which are higher than other the other
identification methods.

5. Conclusions

This study applied a thermal imaging camera to capture the pal-
mar images to develop the person’s recognition system. First, the
images were pre-treated; then, the palm contour was detected to
extract the features. The images were not affected by the lighting,
and the hand position was not fixed when shooting by a thermal
imaging camera. The users simply had to open their hands for
the shooting. Furthermore, the accuracy of the proposed recogni-
tion algorithms was higher than the traditional recognition algo-
rithm. The recognition system was designed for the hand
geometric features only; if it could be combed with other recogni-
tion systems, such as the face, iris, and finger, the security could be
increased.
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