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Identifying patients in a Target Customer Segment (TCS) is important to determine the demand for, and

to appropriately allocate resources for, health care services. The purpose of this study is to propose a

two-stage clustering-classification model through (1) initially integrating the RFM attribute and

K-means algorithm for clustering the TCS patients and (2) then integrating the global discretization

method and the rough set theory for classifying hospitalized departments and optimizing health care

services. To assess the performance of the proposed model, a dataset was used from a representative

hospital (termed Hospital-A) that was extracted from a database from an empirical study in Taiwan

comprised of 183,947 samples that were characterized by 44 attributes during 2008. The proposed

model was compared with three techniques, Decision Tree, Naive Bayes, and Multilayer Perceptron, and

the empirical results showed significant promise of its accuracy. The generated knowledge-based rules

provide useful information to maximize resource utilization and support the development of a strategy

for decision-making in hospitals. From the findings, 75 patients in the TCS, three hospital departments,

and specific diagnostic items were discovered in the data for Hospital-A. A potential determinant for

gender differences was found, and the age attribute was not significant to the hospital departments.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Under the policy interventions of the Bureau of National Health
Insurance (NHI) in Taiwan, the increasing competition in the health
care industry, and the increasing requirements of health care
quality, hospitals face many obstacles to strengthening their com-
petitive edge. The growing prospects of information technology (IT)
in this rapidly changing industry motivate the use and costly
investments in IT, which offer a competitive advantage for meeting
the opportunities and challenges in the health care industry. The
means and methods to enhance a hospital’s competitiveness by
further increasing the accessibility and availability of unknown
patient information is of great interest and highly valuable.

Recently, the rapid changes in IT have been accompanied by
the issue of customer relationship management (CRM), as well as
data mining techniques within various industries, which have
become the focal point of challenges in marketing strategy and
implementation. CRM is a broadly recognized, widely implemen-
ted strategy for managing the relationships between business and
ll rights reserved.
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customers (including potential customers) to fulfill customer
requirements and enhance the relationships with customers for
improved business [1]. The effective and efficient utilization of IT
is a method for implementing a successful CRM strategy to
understand customer needs, satisfy customers demands, mine
for valuable customer information, identify target and potential
customers, realize the maximum customer value, increase custo-
mer loyalty, and finally maximize profits [2]. In particular,
identifying target customer segments (TCS) in the population is
a key process in determining high-value patients to offer best
service for them when facing the challenges in hospitals. The
ability to target patients for marketing is the specified focus of the
hospital’s operations. Then, hospitals can accordingly develop a
set of strategies to differentiate their offerings and services to this
core group of target patients and attract the desired target
segment. By specifically targeting and tailoring services for these
patients, hospitals can more effectively achieve their goal of high
quality health service. Understanding more about high-value
patients, including the hospital departments and services that
they utilize, will help hospitals appropriately design resource
allocation strategies for health care services.

TCS is the process of dividing the population into groups based
on their characteristics and similar preferences for specified
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services. As for specific characteristics, customer value analysis
offers an effective method to define customers and discover
hidden patient information. A well-known customer value ana-
lysis method called the Recency–Frequency–Monetary (RFM)
analysis model is used to represent customer behaviors [3]. The
RFM model has been applied to various industries, such as the
education industry [4], retail industry [5], and service industry
[6]; however, it is rarely used in the context of the health care
industry, based on our research. This study attempts to fill this
knowledge gap.

Over the past decade, statistical methods have been applied to
the forecasting-related challenges of the health care industry to
assist in improving CRM and obtaining useful results; however,
the lack of sufficient information is perceived as the key obstacle
to more extensive valuation. This lack of sufficient information is
related to the following: (1) the lack of decision rules to explain
the experimental data, (2) methods need to obey mathematical
distributions for the experimental data, and (3) the lack of
methods for identifying determinant attributes. It is therefore
recommended that more efficient classifiers be employed as
forecasting tools based on artificial intelligence (AI) techniques,
such as the rough set theory (RST) [7–9]. The RST has the
flexibility to adequately perform in a variety of application areas,
including finance, manufacturing, health care, and the service
industry, particularly for classification models [10]. To reconcile
the current shortcomings in classifications in the health care
industry, this study aims to develop a two-stage clustering-
classification model that integrates a RFM-based K-means clus-
tering algorithm to (1) cluster TCS groups and the global
discretization-based RST LEM2 algorithm and (2) classify hospital
departments and extract decision rules. Concurrently, it aims to
further assess the quality of the RFM-based rough sets classifier in
the health care industry. The clustering-classifying combination
model is seldom used in the health care industry. Furthermore,
the fourth author has extensive experience in working in the
health care industry as a physician (medical doctor), spanning
over 18 years, and has relevant experiential knowledge. The
overall objective of this study is to minimize the set of hidden
TCS patients and construct a solid relationship between patients
and hospitals.

This paper is organized in the following manner: Section 2
describes the related studies for clustering target customer
segment patients and classifying hospitalized departments;
Section 3 presents the proposed model and algorithm; Section 4
presents an empirical case study with the experimental results
and findings; and Section 5 summarizes the conclusions and
offers recommendations for future research.
2. Related works

This section reviews the relevant literature on the theoretical
components of the proposed model, including customer relation-
ship management, customer value analysis, target customer
segments, the Recency–Frequency–Monetary analysis model, the
K-means clustering algorithm, the rough set theory, and the LEM2
rule extraction method.

2.1. Customer relationship management

CRM, devoted to improving relationships with customers,
focuses on a comprehensive approach to integrate customer
values, requirements, expectations, and behaviors by analyzing
data from customer transactions [11]. Thus, an excellent CRM can
help businesses keep existing customers, attract new ones, and
maintain customer equities. Kalakota and Robinson [12]
explained that CRM integrates the functions of the fields related
to customers, including marketing, sales, services, and technical
support, and it utilizes IT to help a business manage relationships
with customers in a systematic way, thus improving customer
loyalty and increasing overall business profits.

It has been estimated that it costs five times as much to attract
a new customer as it does to retain an existing one, according to
research by the American Management Association [13], and this
relationship is particularly obvious in the service sector [14].
Therefore, instead of attracting new customers, companies would
like to maximize business operations in order to keep existing
customers and build a long-term customer relationship.

2.2. Customer value analysis and target customer segment

Customer value analysis is an analytical method for determin-
ing customers’ consuming behaviors and allows for the further
analysis and data abstraction of specific customer data, such as
who the target customers are and whose contributions are more
significant. Kaymak [3] noted that a RFM model is one of the
well-known customer value analysis methods for TCS, and the
advantage of the RFM model is that it can extract customers’
characteristics by using fewer criteria (a three-dimensional vari-
able) to cluster attributes, thereby reducing the complexity of the
model of customer value analysis. Moreover, Schijns and Schroder
[15] noted that the RFM model is a commonly used method to
measure the strength of a customer relationship.

TCS is a population subgroup that shares similar preferences or
activities for products or services. In practice, different groups of
customers can be segmented by their consumption behaviors via
RFM attributes or other characteristics to develop an in-depth
understanding of a certain consumer segment, identify a high-
yield TCS, and analyze this group’s specific needs [16]. By using
this method to describe the consumers’ characteristics and needs,
the cluster standards for customer values and TCS are not
subjective, but rather defined objectively based only on the three
RFM attributes.

2.3. The Recency–frequency–monetary analysis model

The Recency–Frequency–Monetary analysis model proposed
by Hughes [17] is commonly used by many industries, including
the manufacturing, retail, and service industries. The RFM analy-
sis model is a marketing technique used to differentiate impor-
tant customers within large databases and to determine which
customers to target by examining how recently a customer has
purchased an item (recency), how often they purchase items
(frequency), and how much the customer spends (monetary). It is
based on the marketing axiom – the 80/20 rule – that 80% of the
sales come from just 20% of the customers; therefore, response
rates greatly increase when marketing is targeted to the highest-
yielding existing customer groups. The detailed definitions for the
RFM model are described as follows: (1) Recency (R) refers to the
interval between the last consuming behavior and the present.
The smaller the R-value, the more important this customer is.
(2) Frequency (F) refers to the number of transactions in a
particular period, for example, two times in one year or two
times in one month. The larger the F-value, the more important
this customer is. (3) Monetary (M) refers to the consumption
amount in a particular period. The larger the M-value, the more
important this customer is.

According to the literature [18], the RFM method is very
effective for clustering the TCS. There are two types of studies
of the RFM model. Hughes [17] considered that the three
variables were equal in their importance; however, Stone [19]
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contradicted this and indicated that the three variables have
different weights that are dependent on the specific industry.

2.4. K-means clustering algorithm

Clustering [20] is the process of grouping a set of objects or
people that are characteristically similar to one another [21].
K-means clustering is a method of cluster analysis that aims to
partition observations into K clusters, in which each observation
belongs to the cluster with the nearest mean. The K-means
clustering algorithm was originally known as Forgy’s method
[22] and was first used by MacQueen [23]; it has been used
extensively in various fields, including data mining, statistical
data analysis, and other business applications. The computational
processes for K-means clustering are presented systematically, as
follows:

Step 1: Partition the items into K initial clusters. First, partition
the items (m objects) into K initial clusters that are randomly
selected from the dataset. K clusters are created by associating
every observation with the nearest mean.
Step 2: Proceed through the list of items. Assign an item to the
cluster with the closest centroid (distance is computed by
using the Euclidean distance with either standardized or
un-standardized observations) and re-calculate the centroid
for the cluster after adding or losing an item. The centroids for
each of the K clusters become the new means.
Step 3: Repeat Step 2 until reassigning is completed.

Rather than starting with all items divided into K preliminary
groups in Step 1, initial K centroids (seed points) are specified
before proceeding to Step 2. The final assignment of items to
clusters will be, to some extent, dependent upon the initial
partition or the initial selection of seed points. Experience
suggests that most of the major changes in the assignments will
occur with the first reallocation step.

2.5. Rough set theory

RST, first proposed by Pawlak [24], employs mathematical
modeling to handle the challenges associated with class data
classification and has become a useful tool for decision support
systems, especially when hybrid data, vague concepts, and
uncertain data were involved in the decision-making process. To
use the rough set process, one begins with a relational database,
a table of objects with attributes, and attribute values for each
object. One attribute is chosen to be the decision attribute, and
then the remaining attributes are the condition attributes [24].
Rough sets (RS) address the problem of incomplete, vague, and
uncertain data [25] by applying the concept of equivalence to
partition the instances according to specified criteria. Two parti-
tions are formed in the mining process. The members of the
partition can be formally described by unary set-theoretic opera-
tors or by successor functions for lower and upper approxima-
tions, from which both possible rules can be easily derived. The
RST approach is based on refusing certain set boundaries, imply-
ing that every set will be roughly defined using a lower and upper
approximation [26].

Let BDA and XDU be an information system (or called an
attribute-value system) that is a basic knowledge representation
framework comprising a information table with columns ‘attri-
butes’ and rows ‘objects,’ where A is a non-empty, finite set of
attributes, B is a reduced set of attributes, U is a non-empty set of
finite objects (i.e., the universe), and X is subset of objects in the
approximation space. For BDA, there is an associated equivalence
relation denoted IND(B) that is called a B-indiscernibility relation
and the equivalence classes of the B-indiscernibility relation are
denoted [x]B. The set X is approximated using information con-
tained in B by constructing lower and upper approximation sets:

BX ¼ fx9½x�BDXg ðlower approximationÞ, and

BX ¼ fx9½x�B \ Xa|g ðupper approximationÞ,

where x is an object in the universe U. The B-lower approximation
is the union of all equivalence classes in [x]B, which are contained
by the target set. The objects in BX can be classified as positive
members of X by the knowledge in B. However, the B-upper
approximation is the union of all equivalence classes in [x]B,
which have non-empty intersection with the target set. The
objects in BX can be classified as possible members of X by the
knowledge in B. The set BNBðxÞ ¼ BX�BX is called the B-boundary
region of X, and it consists of those objects that cannot be
classified with certainty as members of X with the knowledge
in B. The set X is called ‘rough’ (or ‘roughly definable’) with
respect to the knowledge in B if the boundary region is not empty.
Rough sets theoretic classifiers apply the concept of rough sets to
reduce the number of attributes in a decision table and to extract
valid data from inconsistent decision tables [27,28]. Specifically,
rough sets also accept discretized (symbolic) input. The details of
rough sets can be referenced by the studies of Pawlak [26,27].

2.6. The rule extraction—rough sets LEM2 algorithm

In RST, decision rules are frequently induced from a given
decision table that is subsequently transformed into a minimal
set of rules. Rough set rule induction algorithms were first
implemented in a Learning from Examples based on Rough Sets
(LERS) [29] system. The learning system LERS induces a set of
rules from examples and classifies new examples using the set of
rules previously induced. A local covering is induced by exploring
the search space of blocks of attribute-value pairs, which are then
converted into the rule set. The Learning from Examples Module,
version 2 (LEM2) [30] algorithm works correctly for symbolic
attributes and is a part of the LERS data mining system [26]. The
LEM2 algorithm is based on calculating a single local covering for
each concept from a decision table to generate the decision rules.
The large numbers of rules limit the classification capabilities of
the rule-set, as some rules are redundant or considered ‘poor
quality.’ Rule-filtering algorithms [31] are thus used to reduce the
number of rules. For example, a filtering rule solution may be
based on the computed quality indices of rules in a rule-set.
3. Methodology

To develop operating strategies, the health care industry must
first understand a patient’s characteristics and needs based on
patient’s consumption behaviors, and then ineffective strategies
can be avoided, saving money and time. Thus, a specific TCS
becomes the focus for hospital operations, and the hospital
attempts to cater to these patients’ needs, thus meeting their
various demands, solving their problems, increasing their satis-
faction, and enhancing their loyalty. Therefore, a methodology is
needed to determine the TCS.

3.1. Concept and research framework of the proposed model

The rapid changes within the health care industry in Taiwan
have been accompanied by rising consumer demands for better
health care and many associated challenges in hospital opera-
tions. Implementing an appropriate marketing strategy in the
health care industry is in line with the current trend to improve
CRM, achieve the goal of high quality health care, and provide
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complete, pertinent health care information throughout this
customer-centered service. An essential part of the health care
industry is directed toward the promotion and awareness of the
health care management ‘brand’ among the TCS. Therefore,
determining the TCS will be a prominent component of marketing
strategies and will identify target and potential customers in this
extremely competitive market. An efficient CRM strategy can be
obtained through a RFM analysis model of the TCS, identifying the
needs of customers and enhancing the strength of the relation-
ship between the customers and the company. Practically, some
shortcomings do exist in the statistical methods used to analyze
CRM issues, namely in the assumption of the statistical methods
of linear separability, multivariate normality, and independence
of the predictive variables [32]; alternative methods have
emerged based on AI techniques.

In the literature [33–35], this study notes that an important
objective of this research is to build a rule-based AI model that
can construct different model representations to explain the
dataset and provide reasonable and powerful explanations for
interested parties. Additionally, many earlier studies revealed that
in comparing the efficiency of these classifiers, they nearly all
concluded that the model performances were highly dependent
on the context and the data used [36]. Therefore, it is of interest to
find more reliable tools applied in the health care industry to
address these classification problems [37,38].

RS has become an important tool in AI algorithms and is used to
induce decision rules. Therefore, this study aims to propose a rule-
based model based on the RS classifier to provide meaningful decision
rules as knowledge-based systems [39] from an intelligent perspec-
tive, and it offers an alternate method for forecasting credit ratings in
the Asian banking industry. The strengths of this study, based on RST,
are as follows [40]: (1) it does not require preliminary or additional
parameters to describe the data; (2) it is compatible with missing
values, as it switches among different reducts and requires little time
to generate rules; (3) it can handle large amounts of quantitative and
qualitative data; (4) it yields easily understandable decision rules
supported by a set of real examples; (5) it models highly nonlinear or
discontinuous functional relationships and is a powerful method for
characterizing complex and multidimensional patterns; and (6) it
discovers important facts hidden in the data and expresses them in
1. Selecting and collecting the data

2. Preprocessing the data 

3. First stage – clustering technique 

7. Filtering the extracted rules 

6. Second stage – classification 

5.Discretizing the TCS dataset

E

4. Screening feature

8. Evaluating the results 

Fig. 1. The flowchart of t
the natural language of decision rules. However, one drawback of
traditional rough sets is that data must be discretized first to improve
the classification accuracy [41]. Thus, the global method of RST is
valuable when data mining for discretized continuous attributes and
can be employed in this study. Nevertheless, another drawback is that
many redundant rules are generated; a rule filter should be employed
to combat this limitation. Based on the reasons mentioned above, this
study proposes a hybrid two-stage clustering-classification model,
combining experiential knowledge, RFM attributes, K-means cluster-
ing algorithms, global discretization method, RST, and rule filters for
assessing the quality of this RFM-based RST AI model in the health
care industry. Fig. 1 illustrates the flowchart of the proposed model.
3.2. Algorithms of the proposed model

The algorithms of the proposed model, along with its compu-
tational processes for determining the TCS, are outlined below:

Step 1: Data selection and collection
First, based on professional knowledge of the authors, select the
dataset that includes the hospital data of patients from the health
care industry to be the experimental data and set some pre-
conditions. For example, specify the collection period. Accord-
ingly, collect the practical data from a specific hospital in Taiwan.
Step 2: Data preprocessing
Pre-processing the dataset is needed to make the knowledge
discovery process easier. The data of hospitalized patients may
be noisy. Thus, delete the records that include inaccurate values
and eliminate the redundant attributes that are not used in the
study. Accordingly, transform the datum into an EXCEL file that
will be more effectively processed by experimental operations.
Step 3: First stage—K-means clustering technique
This step clusters TCSs using the K-means clustering algo-
rithm. The first stage is divided into five sub-steps, and its
detail processes are presented step-by-step:

Step 3-1: Define the three RFM attributes
R represents the differences (i.e., number of days) between
the date for latest hospital record and a specific date;
F represents the total hospitalizations (number) in one
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year; and M represents average hospital expense in the
interval. Then, calculate the quantitative value of the three
RFM attributes as input data for clustering TCS via the K-

means clustering algorithm.
Step 3-2: Normalize the RFM attributes
Because the unit of measurement for the three RFM
attributes is inconsistent, it is necessary to normalize the
data. All attributes are standardized to the interval [0,1]—a
mean of 0 and variance of 1. The equations for normal-
ization of the RFM attributes are presented below:

Recency : 1�
Ri

MaxfRig
ð1Þ

Frequency :
Fi

MaxfFig
ð2Þ

Monetary :
Mi

MaxfMig
ð3Þ

Step 3-3: Cluster TCS and estimate the number of clusters
With the normalized value of the RFM attributes, partition
data (m objects) into K clusters using the K-means cluster-
ing algorithm for clustering TCS. To obtain better results,
different K (i.e., k¼1, 2, 3y) values are calculated. The ideal
number for K is determined by Eq. (4):

MaxKfMin½CkðdijÞ�g, k¼ cluster number ð4Þ

where 1rkrm, and m denotes all the objects; i denotes
the cluster, j denotes the element in cluster, dij denotes the
distance for jth element of Ci, Ci denotes the ith cluster, and
1r irk. The Min is related to shortest pair-wise inter-
cluster distance, and the Max refers to the maximum
number of the cluster.
Step 3-4: Adjust and determine the number of clusters
According to Eq. (4), the best suitable number for K is
determined. If it is difficult to determine the TCS, the value
of K will be adjusted until the TCS is found.
Step 3-5: Select the TCS customers to target
Determine the TCS with high added-value customers.
Step 4: Screen the data
After the TCS is determined, the condition attributes and
decision attributes are chosen based on the relevant experi-
ential knowledge of the authors.
Step 5: Discretize the continuous data using the global
discretization method
For improving the classification accuracy and solving the challenge
of generating a large number of decision rules in the traditional
rough sets model, attributes are granulated first. The global
discretization method based on the Boolean reasoning approach
[42] is implemented to discretize all continuous attributes.
Step 6: Second stage—the RST LEM2 classification technique
Through the discretization of the condition attributes and the
decision attribute, the rough sets LEM2 algorithm is used to
generate the decision rules set from the experimental dataset
for classifying hospital departments. The experimental dataset
is randomly divided into two groups with 66% of the data
serving as a training set and the remaining 34% serving as a
testing set. The generated rules set supports the ‘ifythen’ rules
set as the knowledge-based system to determine the decision-
making strategy and intelligently offer explanatory power.
Step 7: Filter the rules to improve quality
Since more rules complicate the prediction, this step imple-
ments a rule-filtering process for which rules below the
support threshold are eliminated to improve the rule quality.
Step 8: Evaluate the results

To verify the experimental results, the experiments using the
Decision Tree [43], Naive Bayes [10], Multilayer Perceptron [44],
and the proposed model are repeated ten times with the 66/34%
random split using different sampling data, and then the average
accuracy is calculated. Evaluate their performance and explore
reasons for their differences.
4. Verification and comparisons

This section introduces an empirical case that is used to verify
the classification performance of the proposed model and com-
pare the proposed model with other AI techniques for assessing
the quality of this hybrid rough set classifier.

4.1. The introduction of Hospital-A case

To identify the TCS, the process is conducted using a hospital
that will be referred to as Hospital-A. Hospital-A was founded in
Yunlin County in 1999, and it was accredited as a district teaching
hospital by the TJCHA (Taiwan Joint Commission on Hospital
Accreditation) in Taiwan, indicating that this medical institute is
a superior site compared to the other local hospitals in the Yunlin
area in terms of its facility, capability, instrumentation, technology,
staff, skills, and medical quality. Thus, Hospital-A has become one
of the most important and most trusted hospitals in the Yunlin and
Changhua areas, which include Hsilo, Erhlun, and Lunpei, and has
experienced rising consumer demand for better health care and
access to the best health services available in the country.

To serve the public, Hospital-A provides emergency, outpati-
ent, and inpatient services. The facility has a total of 233 beds for
patients and has 28 available medical specialties. Hospital-A
treats all types of illness and offers over 20 clinical specialty
and subspecialty departments, including division of general
internal medicine, surgery, obstetrics and gynecology, pediatrics,
orthopedic surgery, urology, family medicine, neurology, neuro-
surgery, physical medicine and rehabilitation, emergency medi-
cine, cardiovascular surgery, and other sub-divisions of
specialties. In this case, the marketing strategy and its implemen-
tation, along with the challenges in operation management, are
dedicated to establishing Hospital-A’s brand and to maximizing
and achieving its goal of providing high-quality health services.
To effectively establish its brand, it is necessary to provide the
pertinent health information and patient-centered services for
patients and to improve the quality of services, the efficiency of
treatment processes, and the detailed and accurate information to
the customers. The primary focus of Hospital-A is directed toward
improving its brand and identifying potential customers in the
target segments. Therefore, it is ideal for Hospital-A to determine
the TCS that will be its most important customers and to create
more benefits for these customers.

4.2. Computational processes using the Hospital-A dataset

The computational processes of the proposed model using the
Hospital-A dataset are expressed systematically, as follows:

Step 1: Data selection and collection
Initially, select the database of hospital patient records in a
division of a specific educational hospital (Hospital-A in
Taiwan) as the experimental dataset. Collect the data for all
the related hospital departments of patients during 1/1/2008-
12/31/2008. Consequently, a total of 44 attributes are char-
acterized and based on the data format of the Bureau of NHI



Table 3
Cluster distance between two clusters for K¼3.

Cluster Cluster 1 Cluster 2 Cluster 3

Cluster 1 – 0.695 0.315
Cluster 2 0.695 – 0.381

Cluster 3 0.315 0.381 –

Table 4
The shortest cluster distance for different K.

Number of

clusters

The shortest cluster

distance

3 Clusters 0.315
4 Clusters 0.307
5 Clusters 0.159

6 Clusters 0.157

7 Clusters 0.212

8 Clusters 0.183

9 Clusters 0.144

Table 5
Clustering results for 4 clusters.

Cluster 1 Cluster 2 Cluster 3 Cluster 4

Number of objects 12,884 10,428 9417 75
Recency 0.914 0.222 0.610 0.641

Frequency 0.063 0.013 0.020 0.015

Monetary 0.035 0.030 0.029 0.440
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system in Taiwan, for example, ‘‘YYMM of payment’’, ‘‘medical
care type’’, ‘‘hospital departments’’, ‘‘date’’, and ‘‘date of birth’’.
Step 2: Data pre-processing
Following data pre-processing, the Hospital-A dataset con-
tained 183,947 records that belonged to 32,804 patients. The
average hospitalization frequency in one year for a patient was
5.6, and the average hospitalization expense for a patient was
NT$ (New Taiwan Dollar) 1310.
Step 3: First stage—the K-means clustering technique
Three RFM attributes are defined as input data in the K-means
clustering algorithm to group the TCS patients. The detailed
processes of the clustering technique are divided into five sub-
steps, as follows:

Step 3-1: Define the three RFM attributes
First, R is the difference between the latest hospitalization
date and December 31, 2008 for a specific patient. Second, F

represents the total number of times of hospitalization for a
specific patient in 2008. Third, M represents the average
hospitalized expense in 2008. Therefore, the quantitative
values of the three RFM attributes are calculated. Table 1
shows their information. To protect patient privacy, the last
three ID numbers are replaced by ‘XXX.’
Step 3-2: Normalize the RFM attributes
The RFM attributes are then normalized to intervals [0,1] by
Eqs. (1)–(3). The normalized results are listed in Table 2.
Step 3-3: Cluster the TCS and estimate the number of
clusters
The normalized values of the RFM attributes in Table 2 are
partitioned accordingly into K clusters. To find the suitable
number of K clusters, different values of K are calculated.
For practical means and purposes, the K should be within
three and nine. For K¼3, the cluster distance is outlined in
Table 3. The general purpose of clustering attempts to
maximize the inter-cluster distance (to ensure the clusters
are well separated) while minimizing the intra-cluster
distance (to ensure compactness of the clusters). Therefore,
the value 0.315 defines a shorter distance between Cluster
1 and Cluster 3 in Table 3. The shorter cluster distance for
different K is further processed and listed in Table 4. The
shortest distance used to find the number of K clusters is
determined by Eq. (4), and thus K is three.
Step 3-4: Adjust and determine the number of clusters
Although Table 4 shows that the shortest cluster distance
for K is three, the TCS patients cannot be determined. The
value of K should be adjusted to be closer to the shortest
Table 1
Informa

ID

P2005

P1008

^
P1213

Note: ID

Table 2
Informa

ID

P2005

P1008

^
P1213
tion of the RFM attributes in the Hospital-A dataset.

Recency Frequency Monetary

17XXX 348 4 1181

04XXX 13 13 1463

^ ^ ^
15XXX 13 2 715

indicates the identification number.

tion of the RFM attributes following normalization.

Recency Frequency Monetary

17XXX 0.047 0.025 0.033

04XXX 0.964 0.080 0.041

^ ^ ^
15XXX 0.964 0.012 0.020
cluster distance; thus, the best suitable number for K is
shifted to four. Consequently, the clustering results are
shown in Table 5.
Step 3-5: Select the highest-rated TCS patients
Table 5 shows that Cluster 4 is superior to the other three
clusters not only in the number of objects, but also in the
monetary attribute. Thus, the TCS patients that would be of
high benefit to Hospital-A are found.
Step 4: Feature screening
After determining the TCS for Hospital-A, select conditional and
decisional attributes via experiential knowledge. Accordingly, the
determined TCS dataset included a total of 75 patients and was
characterized by the following 10 attributes: (i) age, (ii) gender,
(iii) max-monetary, (iv) recency, (v) frequency, (vi) surgery, (vii)
chronic, (viii) grave, (ix) CT&MRI, and (x) department (class). The
age, max-monetary, recency, and frequency attributes were con-
tinuous data, and the gender, surgery, chronic, grave, CT&MRI, and
department attributes were categorical data. The max-monetary,
CT&MRI, and department attributes represented the maximum
monetary in a time, computer tomography (CT) and magnetic
resonance imaging (MRI), and the hospital department, respec-
tively. The CT&MRI is a family-owned and -operated outpatient
diagnostic facility used to help diagnose certain spinal disorders.
The first nine items are conditional attributes, and the last item,
department, is a decisional attribute that is granulated into eight
classes. Table 6 shows all attribute information in the TCS dataset.
Step 5: Discretize continuous data using the global
discretization method
All continuous attributes in the TCS dataset are granulated
using the global discretization method. Table 7 lists the
granulated results. For example, the ‘age’ attribute is trans-
formed into five linguistic values: L_1 (very low), L_2 (low),
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L_3 (medium), L_4 (high), and L_5 (very high), based on six
cutoff points. For L_1, its value is between 1.0 and 12.0; that is
L_1¼[1.0, 12.0).
Step 6: Second stage—the RST LEM2 classification technique
The experimental dataset is randomly divided into two groups,
with 66% in the training dataset and the remaining 34% in the
testing dataset. Then, the decision rules are extracted using the
rough sets LEM2 algorithm from the TCS dataset to classify
hospital departments.
Step 7: Filter the rules to improve quality
Generating excessive numbers of rules is not ideal. A rule-filter
algorithm is implemented to eliminate support thresholds lower
than 2. Consequently, Table 8 lists the extracted decision rules
after rule-filter processing. The decision rule 1: ‘‘IF (max-
monetary¼L_4) & (grave¼N)) class¼Uro.’’ It indicates when
max-monetaryAL_4 (between 22,901.5 and 30,120.0) and
grave¼N (not a catastrophic illness patient) occur simulta-
neously, then the class (hospital department) is the Division of
Urology. A total of 26 real examples support this rule.
Step 8: Evaluate the results
Table 7
Linguistic values of continuous attributes in the example TCS datas

Attribute Cutoff point

Age [1.0, 12.0, 21.0, 45.0, 62.0, 88.0]

Max-monetary [8722.0, 9200.0, 10,543.0, 22,901.5, 30,120.0, 32

Recency [0.0, 10.0, 25.0, 49.0, 150.0, 361.0]

Frequency [1.0, 1.5, 7.0, 10.5, 15.0]

Table 8
Decision rules set extracted by the LEM2 algorithm in the TCS data

No Decision rule

1 IF (Max-monetary¼L_4) & (Grave¼N))Class¼Uro

2 IF (Surgery¼Y) & (Chronic¼N) & (CT&MRI¼N) & (Frequency

3 IF (Surgery¼Y) & (Chronic¼N) & (CT&MRI¼N) & (Gender¼F

4 IF (Surgery¼N) & (Chronic¼N) & (Grave¼N) & (Frequency¼

5 IF (Surgery¼N) & (Chronic¼N) & (Grave¼N) & (Frequency¼

(Gender¼M) & (Max-monetary¼L_3))Class¼Emg

6 IF (Surgery¼N) & (Chronic¼N) & (Grave¼N) & (Frequency¼

(Gender¼M) & (Max-monetary¼L_2))Class¼Emg

7 IF (Surgery¼N) & (Chronic¼N) & (Grave¼N) & (Frequency¼

(Gender¼M) & (Max-monetary¼L_1))Class¼Emg

Table 6
Attribute information in the example TCS dataset.

No. Attributes

name

Attribute

type

Number of

values

Note

1 Age Numeric Continuous Min: 1.0 and Max: 88.0

2 Gender Symbolic 2 F¼Female and M¼Male

3 Max-

monetary

Numeric Continuous Min: 8722.0 and Max: 54,422.0

4 Recency Numeric Continuous Min: 0.0 and Max: 361.0

5 Frequency Numeric Continuous Min: 1.0 and Max: 15.0

6 Surgery Symbolic 2 Y: Yes and N: No

7 Chronic Symbolic 2 Y: Yes and N: No

8 Grave Symbolic 2 Y: Yes and N: No

9 CT&MRI Symbolic 2 Y: Yes and N: No

10 Department

(Class)

Symbolic 8 Emg: Emergency, Neu: Neuro,

Cas: Cardio-Surgery, Fam: Family,

Uro: Urology, Gas: Gastro, ENT:

Ear-Nose-Throat, and Nep:

Nephro
The experiments were repeated ten times with the 66/34%
random split (namely, using different sampling data but once again
with 66% of the data in the training dataset and 34% in the testing
dataset), using four different methods: Decision Tree, Naive Bayes,
Multilayer Perceptron, and the proposed model. The average
accuracy and standard deviations were calculated. Table 9 shows
the performance evaluation results in accuracy with its standard
deviation based on ten tests using different methods in the TCS
dataset. The proposed model (96.92%) significantly outperformed
the other listing AI techniques in accuracy.
4.3. Findings

The analytic results of the TCS dataset yield six interesting
findings, based on Tables 5, 8, and 9. They are described below:
(1)
et.

,472

set.

¼L_

) & (

L_1)

L_1)

L_1)

L_1)

Tabl
Com

Me

De

Na

Mu

Th
The TCS patients are determined: Cluster 4 is a special group of
patients for Hospital-A. Cluster 4 has the least number of 75
(75/32,804¼0.23%) patients, while it has the highest mone-
tary rating, 0.440. An implication for this extracted phenom-
enon is that greater contributions can be obtained with fewer
targeted efforts. Furthermore, the experimental results prove
that the proposed model demonstrates superiority to other
listing models.
(2)
 The three hospitalized departments are mined: The three
departments with the most hospitalizations were discovered:
the Division of Urology, Division of Cardiovascular Surgery,
and Division of Emergency Medicine. This fact shows that
most revenues for the hospital arise from three hospital
departments, and it implies that Hospital-A should focus their
resources on improving these health care services. This
Linguistic value

L_1, L_2, L_3, L_4, L_5

.5, 48,575.0, 54,422.0] L_1, L_2, L_3, L_4, L_5, L_6, L_7

L_1, L_2, L_3, L_4, L_5

L_1, L_2, L_3, L_4

Support

26

1) & (Grave¼Y))Class¼Cas 9

Max-monetary¼L_6))Class¼Cas 6

& (CT&MRI¼N) & (Gender¼F))Class¼Emg 6

& (CT&MRI¼N) & (Recency¼L_5) & 5

& (CT&MRI¼N) & (Recency¼L_5) & 5

& (CT&MRI¼N) & (Recency¼L_5) & 4

e 9
parison results of different methods in the TCS dataset.

thod Accuracy (%) Standard deviation (%)

cision Tree-C4.5 86.69 1.79

ive Bayes 79.26 10.77

ltilayer Perceptron 86.68 2.64

e proposed model 96.92 3.89
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analytical result matches the professional knowledge of the
fourth author.
(3)
 The specific diagnostic items are discovered: ICD codes, inter-
national classification of diseases, provide a classification
system for assigning codes to diagnoses and procedures
associated with diseases. Thus, ICD codes are important
to hospitals and physicians for the treatment of patients’
diseases and charging the Bureau of NHI in Taiwan for the
hospital expenses. Every related health problem is assigned to
a unique category and given a code up to six characters long;
the code is comprised of three characters to the left of a
decimal point and one or two digits to the right of the decimal
point. The ICD-9 (9th Edition) was published by the WHO
(World Health Organization) in 1977, which has been adopted
by the NHI of Taiwan and is found on patient paperwork,
including hospital records, physician records, and death
certificates. Based on the ICD-9 records collected from the
hospital data of TCS patients, the specific diagnostic items are
statistically used to explore the root causes for high hospita-
lization expenses, as follows:
� For the Division of Urology: The most common causes

(about 88.5%) of disease are renal colic, urolithiasis,
nephrolithiasis, and ureteral stone. For treatment, they
all undergo extracorporeal shock wave lithotripsy (ESWL).
The charge for ESWL is approximately NT$29,033 for the
first occasion and NT$22,983 for the second occasion
within 30 day. These high costs explain why the Division
of Urology has one of the highest hospital expenses. This
fact matches that of the decision rule 1.
� For the Division of Cardiovascular Surgery: All patients in the

Division of Cardiovascular Surgery have chronic renal
failure in the TCS dataset, and the Bureau of NHI sees
chronic renal failure as a serious illness. The view of
critical illness matches that of the decision rules 2–3.
Thus, there is a need to perform surgery on these patients,
which results in the hospitalization expenses of
NT$30,000–50,000. Moreover, the treatments of cardiovas-
cular surgery include vascular exploration, insertion of a
cannula for hemodialysis or other purposes (vein-to-vein),
insertion of arterio-venous cannula (external Scribner
type), creation of arterio-venous cannula shunt with
Gore-Tex graft, and repair and anastomosis of peripheral
vessels.
� For the Division of Emergency Medicine: Many illnesses

occur in this division because of unfortunate incidents,
injuries, or other events that happen unexpectedly and
unintentionally, such as traffic accidents and occupational
accidents. Although the symptoms of diseases in the
Division of Emergency Medicine are inconspicuous and
diversiform, an important fact is found when exploring the
decision rules. When the five attributes, ‘surgery’, ‘chronic’,
‘grave’, ‘frequency’, and ‘CT&MRI’, do not all appear in the
decision rules, the case belongs to Division of Emergency
Medicine. The treatments performed by cardiovascular
surgery include endotracheal intubation, fracture reduc-
tion, operation of traumatic injury, and procession of
serious wounds. Hospitalization expenses for these
patients are approximately NT$9000–25,000 and exceed
the average values of other divisions. These interesting
facts provide Hospital-A with information for the resource
allocation process.
(4)
 Two prevalent diseases are noted: Two prevalent diseases are
noted from the analysis of Hospital-A. The first disease is
urolithiasis, which occurred in about 85% of patients in the
Division of Urology. The second is chronic renal failure, which
occurred in nearly 100% of patients in the Division of
Cardiovascular Surgery. These diseases should be further
examined in subsequent research.
(5)
 A potential determinant is found: From the analytical results,
the attribute ‘gender’ is a potential determinant of the
hospital department in the TCS dataset. This information
could be explained by the fact that males and females have
varying concerns about different diseases and desires for
improving their health [45]. The role of gender in many
diseases has been reported by numerous earlier studies
[46,47].
(6)
 A redundant attribute is defined: This problem is noteworthy of
Hospital-A. The ‘age’ attribute is not significant to the hospital
department in Hospital-A, and it is never used to influence the
hospital department, based on Table 8. Clearly, it is a redun-
dant attribute and thus can be removed from the TCS dataset.
A reasonable explanation for this phenomenon is that larger
hospitals are not found in Yunlin County, thus various age
groups seek treatment at Hospital-A.
5. Conclusions

There is a need for the hospitals to explore patient contribu-
tions to assist in the appropriate allocation of health care
resources to patients. The motivation for this study is rooted in
the support of efforts to prevent health care squandering, to
properly allocate suitable resources for hospitals, and to enhance
the quality of health care to ensure that all patients are entitled to
a high quality of life (QOL) [48,49]; thus, it is imperative that
hospitals construct an intelligent method for determining
their TCS.

This study has presented a hybrid clustering-classification
approach to address the classification problems encountered by
hospital management. From the empirical results (Table 9), the
proposed model demonstrated better accuracy than other meth-
ods, and the generated decision rules describe the types of
patients that contribute more revenue to specific departments
in a hospital. As for the ‘managerial’ contribution, 75 TCS patients,
the hospitalization rates of the Divisions of Urology, Cardiovas-
cular Surgery, and Emergency Medicine, specific diagnostic items,
and the gender and age characteristics were discovered in this
dataset. The proposed model is a useful tool to help Hospital-A
objectively focus on the highest-yield TCS patients in order to
establish excellent relationships and improve consumer satisfac-
tion. Future research should address the various weight attributes
for the three RFM clustering variables and their relationships and
effects on the example case.
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